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Web Spam Detection: New Classification
Features Based on Qualified Link Analysis

and Language Models
Lourdes Araujo and Juan Martinez-Romo

Abstract—Web spam is a serious problem for search engines be-
cause the quality of their results can be severely degraded by the
presence of this kind of page. In this paper, we present an effi-
cient spam detection system based on a classifier that combines new
link-based features with language-model (LM)-based ones. These
features are not only related to quantitative data extracted from
the Web pages, but also to qualitative properties, mainly of the
page links. We consider, for instance, the ability of a search engine
to find, using information provided by the page for a given link,
the page that the link actually points at. This can be regarded as
indicative of the link reliability. We also check the coherence be-
tween a page and another one pointed at by any of its links. Two
pages linked by a hyperlink should be semantically related, by at
least a weak contextual relation. Thus, we apply an LM approach
to different sources of information from a Web page that belongs to
the context of a link, in order to provide high-quality indicators of
Web spam. We have specifically applied the Kullback–Leibler di-
vergence on different combinations of these sources of information
in order to characterize the relationship between two linked pages.
The result is a system that significantly improves the detection of
Web spam using fewer features, on two large and public datasets
such as WEBSPAM-UK2006 and WEBSPAM-UK2007.

Index Terms—Content analysis, information retrieval, language
models (LMs), link integrity, Web spam detection.

I. INTRODUCTION

W
EB spam is one of the main current problems of search
engines because it strongly degrades the quality of the

results. Many people become frustrated by constantly finding
spam sites when they look for legitimate content. In addition,
Web spam has an economic impact since a high ranking pro-
vides large free advertising and so an increase in the Web traffic
volume. During recent years, there have been many advances
in the detection of these fraudulent pages but, in response, new
spam techniques have appeared. Research in this area has be-
came an arms race to fight an adversary who constantly uses
more and more sophisticated methods. For this reason, it is nec-
essary to improve anti-spam techniques to get over these at-
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tacks. Web spam, or spamdexing, includes all techniques used
for the purpose of getting an undeservedly high rank. In general
terms, there are three types of Web spam: link spam, content
spam, and cloaking, a technique in which the content presented
to the search engine spider is different to that presented to the
browser of the user. However, link and content spam are the
most common types, and the ones considered in this work. Ac-
cording to Davison [10], link spam can be defined as “links be-
tween pages that are present for reasons other than merit.” Link
spam consists of the creation of a link structure to take advan-
tage of link-based ranking algorithms, such as PageRank, which
gives a higher ranking to a website the more other highly ranked
websites link to it. Content spam includes all techniques that in-
volve altering the logical view that a search engine has over the
page contents [13], for instance, by inserting keywords that are
more related to popular query terms than to the actual content
of the page.
One of the most successful techniques for Web spam detec-

tion, as it can be seen in the AIRWeb competition,1 is the defi-
nition of features which take different values for spam and non-
spam pages. These features are thus used to implement a clas-
sifier able to detect spam pages.
In this work, we also adopt this scheme and propose new

features to characterize Web spam pages. However, while most
previous works using content and link-based features to detect
spam are focused on quantitative features, in this work, we pro-
pose several new qualitative features [21] to improveWeb spam
detection grouped in two sets: 1) a group of link-based fea-
tures which check the reliability of links, and 2) a group of con-
tent-based features extracted with the help of a language-model
(LM) approach. Finally, we build an automatic classifier that
combines both types of features, reaching a precision that im-
proves the results of each type separately and those obtained by
other proposals.
Some of the considered features are related to the quality of

the links in the page. Typically, links in nonspam pages point as
well to nonspam pages and are appropriately described by the
corresponding anchor text and its context. Accordingly, we pro-
pose a number of features which capture these differences with
the spam pages. Some of these features are based on the be-
havior of standard search engines, applied to queries composed
of pieces of information that pages provide for their links. It is
natural that the information associated to a link—terms in the
URL, in the anchor text and other terms in the context of the
link—allows recovery in a relevant position the page actually
pointed at by the link in nonspam pages. So, we expect a dif-

1Available: http://airweb.cse.lehigh.edu/
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ferent behavior in the recovering capacity for reliable and de-
ceptive links, which can be used as a distinction feature for our
classifier. Thus, we use the whole set of techniques and sophisti-
cated refinement provided by standard search engines. By using
a standard search engine, such as Yahoo!, we are taking advan-
tage of this technology, as a black box, to recover on the top rel-
evant pages concerning some selected terms. It does not matter
for our system if this technology changes, as long as its purpose
continues to be retrieving the most relevant pages for a query
at the first positions. We have also introduced other features re-
lated to the links, such as the existence of broken links in the
page and the presence of links pointing to spam pages.
Other sets of features considered in this work try to capture

the coherence between a page and the pages it points to. In gen-
eral, some degree of relationship is expected between the infor-
mation associated to a link in the studied page and the content
of the pointed page. To measure this coherence, we resort to an
LM approach. LMs [20] are probabilistic methods which have
been developed to capture linguistic features hidden in texts,
such as the probability of words or word sequences in a lan-
guage. LMs have been successfully used in speech recognition,
machine translation, part-of-speech tagging, parsing, and infor-
mation retrieval. Previous works have proved that LM disagree-
ment techniques are very efficient in tasks such as blocking blog
spam [18] or detecting nepotistic links [3]. Thus, we use an
extension of the basic language modeling approach to analyze
several sources of information extracted from each website in
the collection. Certainly spammers can try to take advantage of
some of our techniques, but several of the proposed features try
to capture the coherence between pages, and others the quality
of their links. Thus, we believe that spammers could use mech-
anisms not to be detected as spam by some of our features, but
it is unlikely that they are able to maintain appropriate rates for
all the features at the same time.
A preliminary study of this kind of feature related to con-

tent coherence [17] has revealed its usefulness in spam detec-
tion. The set of features used in this preliminary work have now
been extended with new features related to sources of informa-
tion associated to each link (the URL, the surrounding anchor
text, the title page, or the meta tags), as well as to the page
pointed at (content of the page, title, or meta tags). We make
an LM from every source of information, and then calculate the
Kullback–Leibler (KL) divergence [8] between their respective
LMs. The coherence between different combinations of the con-
sidered sources defines a set of features for our spam classifier.
These features are combined in the current work with the set of
features related to the link quality, improving substantially the
results of the preliminary work. For that, we have studied dif-
ferent quality parameters of a website extracted from the con-
textual information of their links. Another contribution of this
work is the adaptation of a complex system [15], [16] for the
recovery of broken Web links to the detection of Web spam.
In order to evaluate the system, it is necessary to resort

to some collection of pages that have already been manually
labeled as spam or nonspam, and thus can be used to train and
evaluate the system. We have evaluated the capacity of our
system to detect the two major types of Web spam, link and
content, in two widely used Web spam labeled collections [6],
containing pages from these two types. Results have revealed

that each type of considered feature does not achieve an impor-
tant improvement over the results obtained with the standard
features provided in the evaluation collection. However, when
all the different types of features are included in the classifier,
the system achieves a very high improvement over previous
results.
The remainder of the paper is as follows: Section II presents

previous work in the Web spam research area; Section III de-
scribes the qualified-link (QL) analysis; Section IV studies the
suitability of different sources of information to provide features
based on divergence measures; and Section V is devoted to de-
scribing the methodology adopted for evaluation and the exper-
iments proposed, as well as the results obtained on two public
datasets. Finally, Section VI draws the main conclusions.

II. BACKGROUND AND RELATEDWORK

There are works in the literature devoted to the different kind
of spam considered in this work. Some of the highlights of
the case of link spam are: Becchetti et al. [2], who used au-
tomatic classifiers to detect link-based spam and Benczúr et al.

[4], who analyzed supporting sets and PageRank contributions
for building an algorithm to detect link spam. Other works are
focused on content spam:Ntoulas et al. [19] introduced new fea-
tures based on checksums and word weighting techniques and
Webb et al. [22], who proposed a real-time system for web spam
classification by using HTTP response headers to extract several
features. Studies also exist that have combined the detection of
different types of spam: Abernethy et al. [1] trained a support
vector machine (SVM) classifier with content and link data and
Castillo et al. [7] combined content and topology information
in a cost-sensitive tree.
Closest to our research are the works by Mishne et al. [18],

that apply LMs to Blog spam detection. Here, the authors esti-
mate LMs from the original post and each comment in a Blog
and then they compare these models using a variation on the
Interpolated Aggregate Smoothing. In particular, this measure
calculates the smoothed KL divergence between the LM of a
short fragment of text (original post) and a combined LM of
knowledge preceding this text (previous comments). They col-
lected 50 random blog posts, along with the 1024 comments
posted to them and although they did not get very good re-
sults, they propose a model expansion that should improve the
performance. Benczúr et al. [3] proposed to detect nepotistic
links using LMs tested on a 31M page crawl of the .de domain
with a manually classified 1000-page random sample. In this
method, a link is down-weighted if the LMs from its source
and target page have a great disagreement. Specifically, they
used KL divergence between the unigram LM of the target and
source pages. Then, they fed suspicious edges into a weighted
PageRank calculation to obtain NRank, the “nepotism rank”
of the pointed page, which was subtracted from the original
PageRank value. We share, with this approach, the assumption
that pages that are connected by non-nepotistic links must be
sufficiently similar. Qi et al. [21] distinguished between QLs
and advertising or spam, using six similarity measures consid-
ering the issue of computational complexity: Host, URL, Topic
Vector, TF-IDF content, Anchor Text, and Nonanchor Text. To
calculate these measures they used methods such as Cosine,
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Dice, or Naive Bayes over the URL terms, anchor texts, or con-
tent. They also compared this method with Hits and PageRank
ranking approaches, introducing two measures: Qualified HITS
and Qualified PageRank. Through experiments on 53 query-
specific datasets, they showed that their approach improved pre-
cision by 9% compared to the Bharat and Henzinger [5] HITS
variation proposal.

III. QUALIFIED LINK ANALYSIS

We propose a deep analysis of Web links from the standpoint
of quality as defined in [21]. This qualitative analysis has been
designed to study neither the network topology, nor link charac-
teristics in a graph. With this sort of analysis, we mainly try to
find nepotistic links [10], [3] that are present for reasons other
thanmerit. For that, we have studied different quality parameters
from a website. Some of them concern the page links, such as
testing if they are broken or measuring the difference between
internal and external links or between outgoing and incoming
links. Others refer to the content of the anchor text: whether it is
just a URL, a number, a punctuation mark, or even just an empty
chain. Finally, others are related to different aspects of the co-
herence between a link (its anchor text, surrounding words, etc.)
and the pointed page, and between the page containing the link
and the pointed page.
For this task, we have developed an information retrieval

system which provides us with a quality factor from every page
which is represented by a set of features about its links. This
information is very useful because we will be able to detect a
large number of links whose sole purpose is to move up in the
ranking of a search engine through building a network of link
farms.
A time gap between the labeling process of the reference col-

lection and the moment in which these features are extracted
using the recovery system could be noticeable. Between these
two time frames, certain features from the pages pointed by the
pages in the collection could have changed. From our stand-
point, this time gap could only haveworsened the results in spam
detection, so the results that are shown could be improved if all
features and the labeling process were obtained at the same time.

A. Analyzing Web Links

The information retrieval system analyzes the links in a page
and extracts several features from that page. The system not
only offers information about the number of linkswhose pointed
page can be recovered using information from the link and the
page that contains it, but also data about every link. This system
is based on classical information retrieval techniques and natural
language processing, and it mainly consists of two stages.
1) Extraction of relevant information on a link. There are
many works which have analyzed the importance of the
anchor text as a source of information [9], thus we use
the anchor text as the main source of information to re-
cover a link. However, there are many cases in which the
anchor text does not contain enough information. For this
reason, the system performs a terminology extraction from
other sources of information such as the URL, the page
that contains the link, the context of the anchor text, and a
cached page version of the analyzed link that can be stored
in a search engine (Yahoo!) or digital library (Wayback

Fig. 1. Histogram of distributions of the difference between recovered and non-
recovered links. The horizontal axis corresponds to the number of recovered
links minus the number of nonrecovered. The vertical axis corresponds to den-
sity.

Machine). The system uses several terminology extraction
approaches based on frequency [term frequency-inverse
document frequency (TF-IDF2)] and statistical language
modeling (specifically KL divergence), depending on the
source of information considered. Specifically, TF-IDF is
used to extract terminology from the page that contains the
link, which could be unrelated to the searched page, and
KL divergence to extract terminology from the cache page,
which, if it exists, contains relevant terminology for sure.

2) Construction of complex queries and request to a

search engine. The original query is composed of the
terms extracted from the anchor text, and this query is
expanded using the terms extracted from the other sources
of information considered. The different expanded queries
are submitted to the selected search engine (Yahoo!), and
the top ten ranked documents are retrieved. In this paper,
we consider that a link has been recovered if the page
pointed by the link is in the set of pages retrieved with
some of the queries.

Six measures are extracted in this work and described below.
We have considered different features for each measure.

Recovery Degree: The most important feature that is ex-
tracted thanks to the recovery system is precisely the degree
of recovered links. For every page the system tries to retrieve
all their links and as result, three values are obtained: 1) the
number of recovered links (retrieved within the top ten results
of the search), 2) the number of not recovered links, and 3) the
difference between both previous values, which is represented
in Fig. 1. In the figure, we can observe that the spam pages
concentrate on a separate area of the distribution, which allows
us to distinguish them. We can also observe than the rate of
recovered links with respect to nonrecovered is clearly higher
in the nonspam pages, thus providing a very useful feature for
the classifier. The degree of recovered links can be understood
as a coherence measure between the analyzed page, one of its
links, and the page pointed by this link. The intuition in the
interpretation of this feature is that a page that belongs to a link

2TF-IDF is a weight used to evaluate the relevance of a term of a document
in a collection or corpus. This relevance is proportional to the number of times
the term appears in the document and inversely proportional to the number of
documents containing the term in the corpus.
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Fig. 2. Histogram of distributions of the difference between incoming and out-
going links.

Fig. 3. Histogram of distributions of the difference between internal and ex-
ternal links.

farm is linking to other unknown pages with the only purpose of
appearing in the top of the ranking of search engines. Therefore,
these links are difficult to retrieve. Thus, the more negative the
difference between the recovered and not recovered links, the
greater the likelihood that this site is applying spam techniques.

Incoming–Outgoing: It is well-known that spampages link to
nonspam pages, but nonspam pages do not link to spam pages.
Taking advantage of the possibilities of the system to submit
queries to a search engine, we have included a new query to
request to the search engine, how many sites point to the ana-
lyzed page (incoming links). Fig. 2 represents the difference in
the amount of links of each type. We can observe the difference
shape of the graphic for spam and nonspam pages. In addition,
we have used the number of outgoing links as another feature.

External–Internal: Several theories exist about the impact of
internal and external links in the PageRank of a site. Although
there is no definitive evidence to prove it, we think that many
websites apply these theories. For this reason, we have taken the
number of external and internal links as features. Fig. 3 repre-
sents the rate of these two types of links for spam and nonspam
pages, showing that this feature takes negative values for spam
pages, and positive for nonspam pages.

Broken Links: Broken links are a common problem for both
spam and nonspam pages, even when this sort of link has a neg-
ative impact in the PageRank. Fig. 4 compares this feature for

Fig. 4. Histogram of the number of broken links.

Fig. 5. Histogram of distributions of the number of links whose anchor text is
empty.

spam and nonspam pages. The number of spam pages is higher
in almost the whole range of numbers of the broken links con-
sidered.

Anchor Text Typology: It is usual that spam pages contain text
and links automatically generated. Moreover, the anchor text
of many links are usually generated thinking in the context of
the search engines instead of the users. Thus, we have selected
four features in order to measure the number of links that are
formed only by 1) punctuation marks, 2) digits, 3) a URL, and
4) an empty chain. Fig. 5 shows the histogram for those links
whose anchor text is empty, for spam and nonspam pages. We
can see that the shape is different in both cases. Though there are
areas where the values overlap for spam and nonspam pages, we
have to take into account that the classifier uses a whole set of
features, by assigning different weights to the most appropriates
in every case.
Thus, we have in total 12 features for each Web page. Ana-

lyzing the histograms from each feature, we can conclude that
the features that offer the best divergence among the spam and
nonspam pages are the following (in relevance order): 1) differ-
ence between recovered and not recovered links, 2) number of
links with an empty anchor text, and 3) difference between ex-
ternal and internal links. However, all the features contribute to
the performance of the classifier because each of them can dis-
criminate different cases.
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Fig. 6. Examples (spam and nonspam) of KL divergence applied to the anchor
text of a link and the title of the page pointed by this link.

IV. LANGUAGE MODELS

One of the most successful methods based on term distribu-
tion analysis uses the concept of KL divergence [8] to compute
the divergence between the probability distributions of terms of
two particular documents considered.
We have applied KL divergence to measure the differences

between two text units of the source and target pages. Specifi-
cally, we look at the differences in the term distribution between
two text units by computing the KL divergence

(1)

where is the probability of the term in the first text unit,
and is the probability of the term in the second text unit.
The LMs that we use estimate maximum likelihood of the

unigram occurrence probabilities.

A. LM-Based Features

We characterize the relationship between two linked Web
pages according to different values of divergence. These values
are obtained by calculating the KL divergence between one or
more sources of information from each page. In Fig. 6, two ex-
amples are shown, illustrating the KL divergence applied to the
anchor text of a link and the title of the page pointed by this link.
In particular, we consider the following three sources of in-

formation from the source page:
Anchor Text: When a page links to another, this page has only

a way to convince a user to visit this link, that is by showing
relevant and summarized information of the target page. This
is the function of the anchor text. Therefore, a great divergence
between this piece of text and the linked page shows a clear

evidence of spam. In addition, Mishne et al. [18] and Benczúr
et al. [3] proved that disagreement between anchor text and the
target content is a very useful measure to detect spam.

Surrounding Anchor Text: Sometimes anchor terms provide
little or no descriptive value. Let us imagine a link whose anchor
text is “click here.” For this reason, text surrounding a link can
provide contextual information about the pointed page. More-
over, in [3], a better behavior is observed when the anchor text is
extended with neighboring words. In our experiments, we have
used several words around the anchor text (seven per side) to ex-
tend it, though we took into account HTML block-level elements
and punctuation marks.

URL Terms: Besides the anchor text, the only information
available of a link is its URL. A URL is mainly composed of
a protocol, a domain, a path, and a file. These elements are
composed of terms that can provide rich information from the
target page. During recent years, because of the increasing use
of search engines, search engine optimization (SEO) techniques
exist that try to exploit the importance of URL terms in a re-
quest. Thus, if we have a URL such as “www.domain.com/vi-
agra-youtube-free-download-poker-online.html”, and after vis-
iting this page, a pornographic site, it could be said that this page
uses spam techniques. Therefore, we have retrieved the most
relevant terms from a URL in order to calculate the divergence
with the content of the target page. To extract these most rel-
evant terms, first of all, we have built an LM with terms from
URLs in the Open Directory Project (ODP) public list. After-
wards, with help of this collection of URLs, we have applied
the KL divergence in order to know the most relevant terms in a
certain URL. Finally, we use the top 60% of these terms because
this value has provided the best results in some preliminary ex-
periments.
We also get the following three sources of information from

the target page:
Title: Jin et al. [14] observed that document titles bear a close

resemblance to queries, and that they are produced by a similar
mental process. Eiron et al. [11] studied the similarity of title
and anchor text and they concluded that both titles and anchor
text capture some notion of what a document is about, though
these sources of information are linguistically dissimilar. In ad-
dition, it is well-known that anchor text, terms of a URL, and
terms of the Web page title, have a great impact when search
engines decide whether a page is relevant to a query. In other
words, spammers perform engineering tasks in order to set key
terms in these sources of information. Therefore, divergence
between these sources of information, from source and target
pages, reports a great usefulness in the detection of Web spam.

Page content: The page content is the main source of in-
formation that is usually available. Although in many cases,
the title and meta tags from the target page are not available,
most Web pages have at least a certain amount of text. Previous
works that have studied the relationship between two linked
Web pages, have usually considered the content of the target
page in order to extract any data and/or measure. Qi et al. [21]
used the TF-IDF content similarity of two Web pages by mea-
suring the term-based similarity among their 1) textual content,
2) anchor text, and 3) nonanchor text. In addition, Mishne et al.

[18] compared two LMs between blog posts and pages linked
by comments, and Benczúr [3] et al. proved that disagreement
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TABLE I
COMBINATION OF DIFFERENT SOURCES OF INFORMATION USED TO CALCULATE

THE KL DIVERGENCE

between anchor text and the target content is a very useful mea-
sure to detect spam.

Meta Tags: Meta tags provide structured meta data about a
Web page and they are used in SEO. Although they have been
the target of spammers for a long time and search engines con-
sider these data less and less, there are pages still using them
because of their clear usefulness. In particular we have consid-
ered the attributes “description” and “keywords” frommeta tags
to build a virtual document with their terms. We have decided
to use these data to calculate its divergence with other sources
of information from the source page, such as anchor text and
surrounding anchor text, and from the target page such as page
content and URL terms. Although meta tags are only found at
between 30%–40% of the sites, when they are located in a Web
page, their usefulness is very high.
Many combinations of these sources of information could be

used to measure the divergence between two Web pages. How-
ever, considering the issue of computational complexity, he have
chosen a set of features that are easy to compute and that are
useful in Web spam detection. Moreover, we have used Lucene
[12] to carry out the computation, which is a source information
retrieval library. These features are described below.

B. Combination of Sources of Information

In addition to using these sources of information individually,
we have combined some of them from the source page with the
goal of creating virtual documents which provide richer infor-
mation. As we have seen above, we have used Anchor Text (A),
Surrounding Anchor Text (S), and URL terms (U) as sources of
information. We also propose to create two new sources of in-
formation: 1) combining Anchor Text and URL terms (AU) and
2) combining Surrounding Anchor Text and URL terms (SU).
In addition, we have considered other sources of information
from the target page: Content Page (P), Title (T), and Meta Tags
(M). We have also ruled out the use of any combination due to
the limited relationship between these sources of information.
Table I summarizes all 14 features used in this work. The group
on the top corresponds to divergences between different data
(or combinations of them) in the source page and the pointed
page (P). The group in the middle corresponds to divergences
between data in the source page and the title of the pointed page.

Fig. 7. (Top) Histogram of KL divergence distribution between a combina-
tion of Anchor Text, Surrounding Anchor Text (which also includes the Anchor
Text), and URL Terms from the source page and the target Page Title. (Bottom)
Histogram of KL divergence between a combination of Anchor Text and URL
Terms from the source page and the target Page Content. The mark Total refers
to using both, internal and external links, to compute these data.

And the last group corresponds to divergence between data in
the source page and meta tags associated to the pointed page.
In many cases, we can find anchors with a small number of

terms that sometimes mislead our results. However, by com-
bining different sources of information such as Anchor text, Sur-
rounding Anchor text, and URL terms, we can obtain a more
descriptive language. Furthermore, despite the fact that single
sources of information offer interesting divergence values be-
tween spam and nonspam pages, the best measures proposed
in this work are obtained by combining different sources of in-
formation. As it can be seen in Fig. 7, these combinations of
sources of information get a high divergence between spam and
nonspam pages. First of all, we can observe the different shapes
of the distribution for spam and nonspam pages. Both distribu-
tions have Gaussian shapes, but nonspam histograms are more
compact and their means are near KL and KL , re-
spectively. On the other hand, spam histograms are wider, and
their means are near KL and KL , respectively. We can
also observe in the top figure, corresponding to the divergence
between the terms from the text surrounding the link, including
the anchor text, plus URL terms from the source page and meta
tags associated to the pointed page, that there is a range of di-
vergence values for which this feature can effectively discrimi-
nate spam and nonspam pages (for values greater than 2) with a
high degree of confidence. Results shown in the bottom figure,
corresponding to the divergence between terms from the anchor
text plus URL terms from the source page and the pointed page
content, also show a range of values (for values greater than 6),
although it is smaller in this case, for which we can discriminate
spam and nonspam pages.

C. Internal and External Links

SEOWebsites and Blogs3 have published some articles which
assert that the relationship between internal and external links,
i.e., a ratio between the number of such links, is important to

3Available: www.seo-theory.com
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obtain a higher PageRank. Thus, internal and external links in
a page would have impact on the ranking provided by a search
engine. This suggests that spammers may be using algorithms
that take into account this information to promote their pages.
For these reasons, we have decided to distinguish internal

and external links in order to carry out the divergence analysis.
Therefore, for each Web page we have triple-features: 14 fea-
tures for internal links, 14 features for external links, and 14
features for both internal and external links.

V. EXPERIMENTS

We use two publicly available Web spam collections [6]
based on crawls of the .uk Web domain done in May 2006
and May 2007, respectively. WEBSPAM-UK2006 includes
77.9 million pages and over 3 billion links about 11 400 do-
mains. WEBSPAM-UK2007 include 105.9 million pages and
over 3.7 billion links about 114 529 domains. These refer-
ence collections are tagged by a group of volunteers labeling
domains as “nonspam,” “spam,” or “borderline.” In our experi-
ments, we restricted the datasets using only domains labeled at
least by two persons independently, and for which all assessors
agreed. Moreover, ODP labels [6] are not taken into account.
After the described filtering steps, the WEBSPAM-UK2006

dataset used in our experiments has 3083 domains, 1811 of
which are labeled as “nonspam” and 1272 as “spam.” More-
over, nonspam domains have a mean of external and internal
links of 12.1 and 30.6, respectively, and spam domains have a
mean of external and internal links of 7.2 and 15.3. The WEB-
SPAM-UK2007 dataset has 4166 domains, 4012 of which are
labeled as “normal” and 154 as “spam.” In this dataset, normal
domains have a mean of external and internal links of 3.7 and
13.4, respectively, and spam domains have a mean of external
and internal links of 9.3 and 12.06.
The datasets are labeled at the domain level [6], so we have to

aggregate all LM and QL features at this level. In order to carry
out the divergence and link analysis and considering the com-
putational cost, we only analyze one page per domain. Specif-
ically, we select the homepage from the source page and every
page pointed by any link in the source page. Furthermore, do-
mains that have no outgoing links are discarded, so the final size
of the dataset is slightly reduced.
The divergence analysis requires selecting links for each an-

alyzed domain. We only analyze links that have some terms in
the anchor text. Therefore, we filter out images, links to the
same page (named anchor inside an HTML document), num-
bers, URLs, and empty strings. We also rule out links whose
protocol is not HTTP and links to non-HTML documents. Fi-
nally, we obtain 42 divergence measures for each link in a Web
page, and we estimate the mean of all links for each measure. A
website is, therefore, represented by 42 features (mean values).
In the case of the QL analysis, we have used an adapted re-

covery system and we represent each domain with 12 features
which have also been previously introduced.
The current average time for processing a web page is about

4 s. This time has a large variability (a standard deviation of 2 s)
because it depends on the number of links of the page and the
analyzed pages for every link.
We now present several experiments in identifyingWeb spam

on the above described datasets.

A. Classification Algorithms

For the classification tasks, we have used the Weka [23] soft-
ware because it contains a whole collection of machine-learning
algorithms for data-mining tasks.
The first step to obtain the best results in the classification

task is to select the most appropriate classifier. We selected dif-
ferent classification algorithms to evaluate the introduced fea-
tures. In particular, we have chosen the following classification
algorithms: Metacost, a cost-sensitive wrapper algorithm that
takes the base classifier decision tree with bagging C4.5 [23];
Naive Bayes, a statistical classifier based on the Bayes’ theorem
using the joint probabilities of sample observations to estimate
the conditional probabilities of classes given an observation; Lo-
gistic Regression, a generalized linear model to apply regres-
sion to categorical variables; and finally, SVMs which aim at
searching for a hyperplane that separates two classes of data
with the largest margin.
We performed an extensive evaluation with these classifiers

that are implemented in theWeka toolkit. We used theWeka J48
implementation of a decision tree, the Naïve Bayes and Logistic
Regression algorithms, and the sequential minimal optimization
(SMO) implementation of an SVM Polynomial kernel [23]. We
used the default options of these algorithms, except in the case
of the decision tree for which we set a reduced error pruning
method. The algorithmic details of these classifiers are beyond
the scope of this paper. Additional information about the classi-
fiers is available in most standard machine-learning texts [23].
Optimizing the algorithm parameters could slightly improve our
results, which can, therefore, be considered a lower bound of the
performance we could obtain with our approach.
The evaluation of the learning schemes used in all the pre-

dictions of this paper was performed by a ten-fold cross-valida-
tion. For each evaluation, the dataset is split into ten equal par-
titions and is trained ten times. Every time, the classifier trains
with nine out of the ten partitions and uses the tenth partition
as test data. We have adopted a set of well-known [7] perfor-
mance measures in Web spam research: true positive (TP or re-
call), false positive (FP) rate, and F-measure. F-measure com-
bines precision and recall by . For
evaluating the classification algorithms, we focus on the F-mea-
sure as it is a standard measure to summarize both precision
and recall .
Table II shows the F-measure for all algorithms, based on the

features we introduced in previous sections. The best classifier
in most of the feature sets is the decision tree, followed by the
SVM classifier. Even though the decision tree algorithm obtains
the best results, over half of the spammers are classified as non-
spammers. Section V-B, therefore, introduces costs for misclas-
sifying spammers.

B. Cost-Sensitive Classifier

In the web spam collections that we use, the nonspam in-
stances outnumber the spam ones to such an extent that the clas-
sifier accuracy improves by misclassifying a disproportionate
number of spam instances. Thus, we think that errors for mis-
classifying nonspam pages as spam do not have the same im-
pact that misclassifying a spam page as nonspam. We have used
the Metacost [23] algorithm (cost-sensitive decision tree with
bagging) implemented in Weka for classification, which allows
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TABLE II
F-MEASURE FOR DECISION TREE, NAÏVE BAYES (NB), SVMs, AND LOGISTIC
REGRESSION (LR) ALGORITHMS, BASED ON THE LMs AND QLs FEATURES

FROM UK-2006 AND UK-2007 DATASETS

Fig. 8. Evolution of F-measure obtained by applying different costs to  in
the confusion matrix. Content and Links-based features are used on WEBSPAM-
UK2006 and WEBSPAM-UK2007.

establishing different costs to misclassifying. Before a model is
learned on the training data, the data is reweighted to increase
the sensitivity to spam cases.
Thus, as in Castillo et al. [6], we have imposed a zero cost

to right predictions, and we have set to spam pages misclas-
sified as nonspam a cost times higher than nonspam pages
misclassified as spam. Furthermore, as the aim of this work is
to maximize the F-measure, we have looked for the value of
which maximize these measures. Fig. 8 illustrates the evo-

lution of F-measure obtained by applying different costs to .
According to these results, we have set in WEBSPAM-
UK2006 dataset and in WEBSPAM-UK2007.

C. Results

In order to check if the proposed features improve the pre-
cision of spam detection, we decided to use precomputed fea-
tures available for the public dataset.4 Specifically, we have used
the content-based features and the transformed link-based fea-
tures. In addition, we have combined different feature sets in
order to obtain a classifier which has been able to detect both
content-spam and link-spam cases. Finally, we have combined
content, link, LM, and QL features, achieving a more accurate
classifier. As a baseline for our experiments, we selected the pre-
computed content and link features in a combined way to detect
different types of Web spam pages. These features were previ-
ously presented in [2] and [19].
The results of our experiments for WEBSPAM-UK2006 and

WEBSPAM-UK2007 datasets are shown in Tables III and IV,
respectively. As it can be seen, if we only use the precomputed

4Available: http://webspam.lip6.fr

TABLE III
FEATURES, TRUE POSITIVE (TP) RATE, FALSE POSITIVE (TP) RATE,

F-MEASURE (F), AND AREA UNDER ROC CURVE (AUC) FOR WEB SPAM
CLASSIFIERS USING DIFFERENT FEATURE SETS ON DATASET. THE BEST

SCORES ARE MARKED IN BOLD

TABLE IV
FEATURES, TRUE POSITIVE (TP) RATE, FALSE POSITIVE (TP) RATE,

F-MEASURE (F), AND AREA UNDER ROC CURVE (AUC) FOR WEB SPAM
CLASSIFIERS USING DIFFERENT FEATURE SETS ON DATASET. THE BEST

SCORES ARE MARKED IN BOLD

features from datasets, we obtain the best results combining con-
tent and link-based features . For this reason, we have
chosen the union of these two sets of features as a baseline for
our experiments.
Table III illustrates for the WEBSPAM-UK2006 dataset that

QL features get an F-measure higher (0.67) than content (0.63),
links (0.66), or LM features (0.55). This result is remarkable
since the number of features used by this approach is much
smaller (12) than content (98) or link-based features (139). Even
so, QL features are not as efficient for themselves as the com-
bination of content and link features (0.75). On the other hand,
when we combine the baseline with the LM and QL-based fea-
tures, we get several significant improvements. Specifically, the
classifier using the combination of baseline and LM

gets an improvement of 6% in the F-measure. Moreover,
the combination of baseline and QL improves
8%, from 0.75 to 0.83. The most important observation is that
if we consider the baseline, the classifier improves 11% in the
F-measure, from 0.75 to 0.86, by combining the baseline, LM,
and QL features .
The detection rate is lower for the WEBSPAM-UK2007

dataset than in the previous dataset, as shown in Table IV. In
this case, the collection is not well-balanced, having 4012 hosts
labeled as “normal” and 154 as “spam.” For this reason, the
detection of spam is more difficult now and results are far
worse than the WEBSPAM-UK2006 dataset. In spite of this
problem, experiments show consistent results compared to the
improvements obtained in the previous dataset. In any case,
Table IV illustrates that QL features get an F-measure higher
(0.32) than content (0.30), links (0.20), or LM features (0.24).
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As in the previous dataset, when we combine the baseline with
the LM and QL-based features, we get several significant im-
provements. Specifically, the classifier using the combination
of baseline and LM gets an improvement of 2%
in the F-measure. Moreover, the combination of baseline and
QL improves 7%, from 0.31 to 0.38. On the other
hand, the main achievement is the classifier improves 9% in the
F-measure of the baseline, from 0.31 to 0.40, by combining the
baseline, LM, and QL features .
We can conclude from the values shown in Tables III and IV,

that noteworthy improvements are obtained by combining LM
and QL features. The four sets of features produce the best re-
sults because each set focuses on a different type of spam and
they have complementary characteristics. Thus, this combina-
tion manages to detect content spam, link spam, nepotistic links,
and QLs. Moreover, if we consider the sets separately, each one
of them has a different impact on the F-measure parameters.
While QL gets the best Precision, it also gets the worst Re-
call. LM gets the worst Precision, but it gets the best Recall.
Finally, the combination of the four sets gets a very high Preci-
sion, without affecting the Recall.

VI. CONCLUSION

In this paper, we proposed a newmethodology to detect spam
in the Web, based on an analysis of QLs and a study of the
divergence between linked pages.
To use QLs and the LM features effectively, we proposed a ro-

bust classifier based on a cost-sensitive algorithm.We have eval-
uated our methodology using the public WEBSPAM-UK2006
and WEBSPAM-UK2007 datasets and we focus on the F-mea-
sure, using the proposed features in a separate and also in a
combined way. It has been proven that QL features have ob-
tained better results than precomputed content and link-based
features, even with many fewer features. In addition, when we
combine the four sets of features and we apply them to WEB-
SPAM-UK2006 and WEBSPAM-UK2007 datasets, the system
detects 89.4% and 54.2% of the spam domains, with an F-mea-
sure of 0.86 and 0.40, respectively. Thus, an improvement of the
F-measure of 11% and 9%, respectively, is obtained.
Therefore, the comparisons with precomputed features show

that the proposed methodology yields much better performance,
indicating that LMs and QLs can be used to detect Web spam
effectively.
In future works, we would like to analyze the relationship be-

tween a page and those that point to it, and to measure the dis-
agreement between new sources of information in order to im-
prove the performance of the LM approach. The current system
is not intended to be a real-time application, nevertheless one of
our future works is to look for a way of reducing the execution
time with a low impact on the performance. In particular, we
will study the effect of reducing the number of pages retrieved
for each link, and the amount of links analyzed per page.
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