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#### Abstract

In a recent paper, we introduce a new family of Information Content (IC) models based on the estimation of the conditional probability between child and parent concepts. This work is encouraged by the finding of two drawbacks in the computational method of our aforementioned family of IC models, as well as other two gaps in the literature. First gap is that two of our cognitive IC models do not satisfy the axiom that constrains the sum of probabilities on the leaf nodes to be 1 , whilst some ontologies with multiple inheritance could prevent the IC model satisfying the growing monotonicity axiom in concepts with multiple parents. Second gap is the lack of a complete and updated experimental survey including a pairwise statistical significance analysis between most IC models and ontology-based similarity measures. Finally a third gap is the lack of replication and confirmation of previous methods and results in most works. The latest two gaps are especially significant in the current state of the problem, in which there is no convincing winner within the family of intrinsic IC-based similarity measures and the performance margin is very narrow. In order to bridge the aforementioned gaps, this paper introduces the following contributions: (1) a refinement of our recent family of well-founded Information Content (IC) models; (2) eight new intrinsic IC models and one new corpus-based IC model; and (3) a very detailed experimental survey of ontology-based similarity measures and Information Content (IC) models on WordNet, including the evaluation and statistical significance analysis on the five most significant datasets of most ontology-based similarity measures and all WordNet-based IC models reported in the literature, with the only exception of the IC models recently introduced by Harispe et al. (2015a) and Ben Aouicha et al. (2016b). The evaluation is entirely based on a Java software library called HESML which has been developed by the authors in order to replicate all methods evaluated herein. The new IC models obtain rivaling results as regard the state-of-the-art methods and improve our previous models, whilst the experimental survey allows a detailed and conclusive image of the state of the problem to be drawn by setting the new state of the art and quantifying the main achievements of the last three decades.
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## 1 Introduction

The human similarity judgments between concepts underlie most of cognitive capabilities, such as categorization, memory, decision-making, and reasoning, as well as the use and discovery of anologies among others. For this reason, this problem has a lot of applications in Artificial Intelligence (AI) and many other related fields. The main research problem studied herein is the proposal of new Information Content (IC) models for ontology-based semantic similarity measures with the aim of estimating the degree of similarity between words as perceived by a human being. However, because of that the common ap-
proach to compute word similarity measures is to select the highest pairwise similarity value between the concept sets evoked by each word, our main research problem is closely related to the proposal of concept similarity models, whose aim is to estimate the degree of similarity between concepts instead of words. A concept similarity model is a function $\operatorname{sim}: C \times C \rightarrow \mathbb{R}$ defined on a set of concepts which estimates the degree of similarity between concepts as perceived by a human being. The research into concept similarity models, so called in a broad sense as the human similarity judgment problem in cognitive sciences, has given rise to different strategies to tackle the problem of which the ontology-based simi-
larity measures have proven to be the most successful of them.

The research into ontology-based semantic similarity measures is an old problem in AI and other related fields, such as cognitive psychology Tversky (1977), Natural Language Processing (NLP) and Information Retrieval (IR), Rada et al. (1989). A plethora of ontology-based similarity measures have been proposed in the literature, giving rise to a large set of applications in the fields of NLP, IR, bioengineering and genomics. For instance, Lastra-Díaz (2014) introduces an ontology-based IR model disclosed by Lastra Díaz and García Serrano (2014) which is based on the weighted Jiang-Conrath (J\&C) distance introduced and evaluated in Lastra-Díaz and García-Serrano (2015b). Patwardhan et al. (2003) introduce a Word Sense Disambiguation (WSD) method based on the distributional hypothesis and the use of ontology-based similarity measures in order to select the closest evocated concept between a disambiguated word and its neighboring words. Mihalcea et al. (2006) propose a text similarity measure based on the combination of an Inverse Document Frequency (IDF) weighting scheme with any ontology-based similarity measure, which is evaluated in a Paraphrase Detection (PD) task, whilst Fernando and Stevenson (2008) propose a paraphrase detection method based on a quadratic form between Boolean occurrence vectors whose matrix is defined by any ontology-based similarity measure between words. In document clustering, Song et al. (2009) propose a genetic algorithm for text clustering based on a Li et al. (2003) similarity measure, whilst Dagher and Fung (2013) introduce a document clustering method based on a VSM model and a WordNet-based term expansion based on the Jiang and Conrath (1997) distance. Liu et al. (2009) introduce a method for the discovery of relevant WDSL-specified web services based on a WDSL similarity metric defined by the dot product between the provider and query vectors, whose weights are derived from the Li et al. (2003) similarity measure. Martínez et al. (2010) introduce a document anonymization method based on ontology-based similarity measures. Cross and Hu (2011) introduce a semantic alignment quality measure for the Ontology Alignment (OA) problem which relies on the difference between the similarity measure between the concepts in the base ontology and their image in the target ontology; and Pirró and Talia (2010) introduce an ontology mapping method based on a reformulation of the Jiang and Conrath (J\&C) distance and the Seco et al. (2004) IC model, whilst Jeong et al. (2008) propose a framework for XML-schema matching based on ontology-based similarity measures. In Oliva et al. (2011), Lee (2011) and Hadj Taieb et al. (2015), the authors introduce different methods for sentence similarity based on ontologybased similarity measures. Other works use similarity measures for the extraction of domain ontologies from the Internet like Wang and Zhou (2009), or from text corpora like Meijer et al. (2014). Montani et al. (2015) propose an ontology-based process similarity metric for process mining that relies on the Wu and Palmer (1994) similarity measure. In the field of bioengineering, Couto
et al. (2007) introduce a reformulation of three classic IC-based similarity measures with the aim of computing similarity measures based on the Gene Ontology (GO), whilst Chaves-González and Martínez-Gil (2013) introduce a similarity-based evolutionary method for synonym recognition in the biomedical domain. Other specific similarity measures have been studied for biomedical text mining, such as Pedersen et al. (2007) and Sánchez and Batet (2011), as well as other genomics applications, such as protein function prediction Pesquita et al. (2009), Couto and Pinto (2013) and pathway prediction Chiang et al. (2008).

### 1.1 The context of our research

An ontology-based semantic similarity measure is a binary concept-valued function sim : $C \times C \rightarrow \mathbb{R}$ defined on a single-root taxonomy of concepts $\left(C, \leq_{C}\right)$ which returns the degree of similarity between concepts as perceived by a human being. Modern research into the problem starts with the pioneering works by Tversky (1977) and Rada et al. (1989) in the fields of cognitive psychology and IR respectively. Tversky (1977) introduce a feature-based similarity measure which requires a representation of the concepts as feature sets, whilst Rada et al. (1989) introduce a semantic distance defined as the length of the shortest path between concepts in a taxonomy. The main drawback of the Rada et al. (1989) measure, as well as other similarity measures which use the length of the shortest path between concepts, is that all the edges in the taxonomy contribute to the overall distance with the same weight, the so-called uniform weighting problem. In order to bridge this latter gap, Resnik (1995) introduces the first similarity measure based on an Information Content (IC) model derived from corpus statistics, as well as the first method to compute an IC model, such as those proposed herein.

Every IC-based similarity measure needs a complementary concept-valued function, called the Information Content (IC) model. Given a taxonomy of concepts defined by a triplet $\mathcal{C}=\left(\left(C, \leq_{C}\right), \Gamma\right)$ where $\Gamma \in C$ is the supreme element called the root, an Information Content model is a function $I C: C \rightarrow \mathbb{R}^{+} \cup\{0\}$, which represents an estimation of the information content for every concept, defined by $I C\left(c_{i}\right)=-\log _{2}\left(p\left(c_{i}\right)\right), p\left(c_{i}\right)$ being the occurrence probability of each concept $c_{i} \in C$. Every IC model must satisfy two further properties: (1) nullity in the root, such that $I C(\Gamma)=0$, and (2) growing monotonicity from the root to the leaf concepts, such that $\forall c_{i} \leq_{C} c_{j} \Rightarrow I C\left(c_{i}\right) \geq I C\left(c_{j}\right)$. Once the IC-based measure is chosen, the IC model is mainly responsible for the definition of the notion of similarity and distance between concepts. Other works, such as Pirró and Euzenat (2010), have also proposed intrinsic IC models for semantic relatedness measures which rely on the whole set of semantic relationships encoded into an ontology.

The first known IC model is based on corpus statistics, which was introduced by Resnik (1995) and detailed in Resnik (1999). The main drawback of the corpus-based IC models is the difficulty in getting a well-balanced and disambiguated corpus for the estimation of the concept probabilities. To bridge this gap, Seco et al. (2004) intro-
duced the first intrinsic IC model in the literature, whose core hypothesis is that the IC models can be directly computed from intrinsic taxonomical features. Therefore, the development of new intrinsic IC-based similarity measures is divided into two subproblems: (1) the proposal of new intrinsic IC models, as in our work, and (2) the proposal of new IC-based similarity measures. In another recent work Lastra-Díaz and GarcíaSerrano (2015a), we introduce a new family of intrinsic and corpus-based IC models called well-founded IC models, which is based on the proposal of different methods for the estimation of the conditional probabilities between child and parent concepts within a taxonomy. The main idea behind the new family of well-founded IC models is that any IC model should satisfy a set of axioms that algebraically link the conditional probabilities, probability function and IC model in order to define a well-founded probability space.

### 1.2 Motivation and hypotheses

The first motivation is the finding of two drawbacks in the algorithm to compute the family of well-founded IC models introduced in Lastra-Díaz and García-Serrano (2015a). First, the two intrinsic and cognitive IC models called CondProbLogistic and CondProbCosine do not satisfy the axiom that constrains the sum of probabilities on the leaf nodes to be 1 . It is a consequence of the non-linear transformations applied to the conditional probabilities of these two models, a fact that was already mentioned in our aforementioned work. Second, in some cases, the ontologies with multiple inheritance could prevent the IC model satisfying the growing monotonicity axiom in concepts with multiple parents. This latest fact means that for some concept pairs $c_{i}, c_{j} \in C$, the constraint $c_{i} \leq_{C} c_{j} \Rightarrow I C\left(c_{i}\right) \geq I C\left(c_{j}\right)$ could be violated. In appendix $B$ of our aforementioned work, we prove that the recovery algorithm based on the recursive formula in equation (3) is a sufficient condition for the sum of probabilities over the leaf nodes to be 1 , what follows the underlying probability space is well-defined. However, if the taxonomy exhibits multiple inheritance, the probabilities $p\left(c_{i}\right)$ derived from equation (3) could be higher than the probability of any direct parent in some nodes with multiple parents, thus, leading to a violation of the aforementioned growing monotonicity axiom. Our main hypothesis is that the solution to these two drawbacks could lead us to an improvement in the performance of the family of well-founded IC models, in addition to fixing an algebraic inconsistency that moves the family of well-founded IC model away from their original design principles.

Second motivation of this work is the lack of an updated and exhaustive evaluation of ontology-based similarity measures and IC models in WordNet, as well as the lack of an exhaustive pairwise statistical significance analysis between them. In the literature, we find some out-of-date similarity benchmarks such as that reported by Budanitsky and Hirst (2001) and Budanitsky and Hirst (2006), and others, more recent but not exhaustive, such as Hadj Taieb et al. (2014b). The largest and most recent word similarity benchmarks in WordNet are
introduced by Lastra-Díaz and García-Serrano (2015a) and Lastra-Díaz and García-Serrano (2015b). However, not all of the hybrid IC-based similarity measures evaluated in the latest work have been previously evaluated with many IC models considered herein and the datasets introduced by Miller and Charles (1991), Agirre et al. (2009) and Hill et al. (2015). In addition, most ontologybased similarity measures have never been compared through a statistical significance analysis. Therefore, in the light of the results reported by Lastra-Díaz and García-Serrano (2015a), and in order to provide a conclusive image of the current state of the problem, we introduce herein a new and larger evaluation of IC models and ontology-based similarity measures than those available in the literature. This new evaluation is based on the most recently available datasets and our own software implementation of all the IC models and similarity measures evaluated herein, covering most developments from the pioneering works of Rada et al. (1989) and Seco et al. (2004).

Finally, the last motivation is the replication of previous methods and experiments. Most works introducing similarity measures or IC models during the last decade have only implemented or evaluated classic ICbased similarity measures, such as the Resnik, Lin and Jiang-Conrath measures, avoiding the replication of IC models and similarity measures introduced by other researchers. Some works have not included all the details of their methods, or the experimental setup to obtain the published results, thus, preventing their reproducibility. Most works have copied results published by others. This latest fact has prevented the valuable confirmation of previous methods and results reported in the literature, which is an essential feature of science. Pedersen (2008a), and subsequently Fokkens et al. (2013), warn of the need to reproduce and validate previous methods and results reported in the literature, a suggestion that we subscribe to in our aforementioned works, where we also warn of finding some contradictory results. This replication problem is especially significant in the current state of the problem, in which there is no convincing winner within the family of intrinsic IC-based similarity measures and the performance margin is very narrow, as concluded in our aforementioned works. In addition, Pedersen (2008a) also warns of the need of releasing the software developed for the evaluation of new methods and experiments reported in the literature with the aim of allowing their reproducibility. Following the suggestions from Pedersen, we introduce our new software library of ontology-based semantic similarity measures and IC models together with a set of reproducible experiments in a forthcoming paper, Lastra-Díaz and García-Serrano (2016).

The proposed refinements close the algebraic and algorithmic definition of the family of well-founded IC mod$e l s$, giving rise to research into further IC models within this family.

For the experimental survey, our main hypotheses are as follows:

H1. A group of recent IC-based similarity measures outperform the path-based similarity measures, as well
as the classic IC-based measures, but there is no statistically significant difference between them.

H2. There is no statistically significant difference in performance between most intrinsic IC models and the best performing corpus-based IC model defined as baseline, which is derived from the "ic-treebankadd1.dat" file in the Pedersen (2008b) dataset.

H3. A small set of the best performing intrinsic IC models outperform the best performing corpus-based IC model defined as baseline.

H4. The classic IC-based similarity measures proposed by Resnik, Jiang and Conrath, and Lin have been definitively outperformed by a small set of state-of-the-art IC-based similarity measures.

H5. The practical use of the current hybrid IC-based similarity measures that are based on the length of the shortest path is prevented by their high computational cost in comparison with the other methods with a similar performance.

H6. Most IC-based similarity measures perform better with a specific IC model.

H7. The state-of-the-art IC-based similarity measures outperform the best corpus-based similarity measures in the SimLex665 dataset.

H8. The proposed refinement into the computation method of the well-founded IC models could lead us to an improvement in their performance.

### 1.3 Research problem and contributions

The main aims of this paper are as follows. First, the proposal of a refinement into the four-step algorithm used to compute the family of well-founded IC models with the aim of eliminating the aforementioned drawbacks of the computational method introduced in our previous work, Lastra-Díaz and García-Serrano (2015a). Second, the proposal of eight new intrinsic IC models and one new corpus-based IC model in the new framework of our family of well-founded IC models. And third, the introduction of a new and very detailed experimental survey of IC models and ontology-based similarity measures on WordNet with a complete detailed statistical significance analysis between IC models and similarity measures, including the evaluation of most ontologybased similarity measures since the work of Rada et al. (1989) and all WordNet-based IC models reported in the literature, with the only exception of the IC models recently introduced by Harispe et al. (2015a) and Ben Aouicha et al. (2016b).

The refinement of the well-founded IC models allows a new family of IC models to be derived from the previous models introduced by Lastra-Díaz and GarcíaSerrano (2015a), as well as three new strategies to compute the conditional probabilities. The new intrinsic IC models are called CondProbRefHyponyms, CondProbRefUniform, CondProbRefLeaves, CondProbRefLogistic, CondProbRefCosine, CondProbRefLogisticLeaves,

CondProbRefCosineLeaves and CondProbRefLeavesSubsumersRatio, whilst the new corpus-based IC model is called CondProbRefCorpus. The CondProbRefLeavesSubsumersRatio IC model is a reformulation of the Sánchez et al. (2011) IC model in the framework defined by our family of IC models.

The new experimental survey includes most of the intrinsic and corpus-based IC models evaluated in LastraDíaz and García-Serrano (2015a), as well as the nine new IC models introduced herein, one of the unexplored intrinsic IC models introduced by Blanchard et al. (2008), and most ontology-based similarity measures since the work by Rada et al. (1989). The word similarity benchmarks introduced herein include the five most significant datasets on the problem, as well as a very detailed pairwise statistical significance analysis between the IC models and ontology-based similarity measures. The benchmarks reported herein are, to the best of our knowledge, the largest experimental survey on intrinsic IC models and ontology-based similarity measures on WordNet reported in the literature, which is based on a same code implementation. We exactly reproduce the same experiments from Lastra-Díaz and García-Serrano (2015a), but with a much larger set of IC models and ontology-based similarity measures. Our experiments include a set of the hybrid IC-based similarity measures based on the length of the shortest path between concepts which were evaluated in Lastra-Díaz and GarcíaSerrano (2015b) and subsequently discarded because of their high computational cost. The experimental survey includes 22 ontology-based similarity measures, 22 intrinsic IC models, and 3 corpus-based IC models.

The rest of the paper is structured as follows. Section 2 reviews the literature on concept similarity models. Section 3 summarizes the factual state of the art of the problem, whilst section 3.1 reviews the literature on intrinsic IC models. Section 4 introduces the proposed refinement in the well-founded IC models, as well as the new IC models derived from it. Section 5 describes the evaluation methodology and the results obtained. Section 6 introduces an in-depth discussion of the results. Last section presents our conclusions and future work. Finally, appendix groups the summary data tables and all raw data tables resulting from the evaluation.

## 2 Concept similarity models

This section makes a comparison between the concept and word similarity models proposed in the literature which we categorize as ontology-based and corpus-based similarity measures, and the most recent concept similarity models proposed in cognitive psychology. First, we compare the main strategies adopted to tackle the problem, and finally, we review the literature on corpusbased and ontology-based similarity measures.

### 2.1 Comparison of strategies

In the fields of NLP and IR, we find two different types of similarity models to estimate the degree of similarity between words: (1) ontology-based similarity measures as

```
\[
\operatorname{sim}_{R a d a}\left(c_{1}, c_{2}\right)=1-\frac{1}{2} d_{R a d a}\left(c_{1}, c_{2}\right)
\]
\(d_{\text {Rada }}\left(c_{1}, c_{2}\right)=\operatorname{len}\left(c_{1}, c_{2}\right)=\min _{\forall \alpha \in \operatorname{Paths}_{\left(c_{1}, c_{2}\right)}}\left\{\sum_{e_{i j} \in \alpha} 1\right\}\)
\(d_{\text {Rada }}\left(c_{1}, c_{2}\right)=\operatorname{len}\left(c_{1}, c_{2}\right)=\min _{\forall \alpha \in \operatorname{Paths}_{\left(c_{1}, c_{2}\right)}}\left\{\sum_{e_{i j} \in \alpha} 1\right\}\)
\(\operatorname{sim}_{W \& P}\left(c_{1}, c_{2}\right)=\frac{2 \times \operatorname{depth}\left(L C A\left(c_{1}, c_{2}\right)\right)}{\operatorname{len}\left(c_{1}, L C A\left(c_{1}, c_{2}\right)\right)+\operatorname{len}\left(c_{2}, L C A\left(c_{1}, c_{2}\right)\right)+2 \times \operatorname{depth}\left(L C A\left(c_{1}, c_{2}\right)\right)}\)
\(\operatorname{sim}_{W \& P}\left(c_{1}, c_{2}\right)=\frac{2 \times \operatorname{depth}\left(L C A\left(c_{1}, c_{2}\right)\right)}{\operatorname{len}\left(c_{1}, L C A\left(c_{1}, c_{2}\right)\right)+\operatorname{len}\left(c_{2}, L C A\left(c_{1}, c_{2}\right)\right)+2 \times \operatorname{depth}\left(L C A\left(c_{1}, c_{2}\right)\right)}\)
\(\operatorname{sim}_{L \& C}\left(c_{1}, c_{2}\right)=-\log \left(\frac{1+\text { len }\left(c_{1}, c_{2}\right)}{2 \times \text { maxdepth }}\right)\)
\(\operatorname{sim}_{L \& C}\left(c_{1}, c_{2}\right)=-\log \left(\frac{1+\text { len }\left(c_{1}, c_{2}\right)}{2 \times \text { maxdepth }}\right)\)
\(\operatorname{sim}_{\text {Li_s }^{\prime} 3}\left(c_{1}, c_{2}\right)=e^{-\alpha * \operatorname{len}\left(c_{1}, c_{2}\right)}, \quad \alpha^{*}=0.25\)
\(\operatorname{sim}_{\text {Li_s }^{\prime} 3}\left(c_{1}, c_{2}\right)=e^{-\alpha * \operatorname{len}\left(c_{1}, c_{2}\right)}, \quad \alpha^{*}=0.25\)
    \(\operatorname{sim}_{L i_{-} s 4}\left(c_{1}, c_{2}\right)=e^{-\alpha * \operatorname{len}\left(c_{1}, c_{2}\right)} \times \frac{e^{\beta * d}-e^{-\beta * d}}{e^{\beta * d}+e^{-\beta * d}}, \alpha^{*}=0.2 \beta^{*}=0.6\)
    \(\operatorname{sim}_{L i_{-} s 4}\left(c_{1}, c_{2}\right)=e^{-\alpha * \operatorname{len}\left(c_{1}, c_{2}\right)} \times \frac{e^{\beta * d}-e^{-\beta * d}}{e^{\beta * d}+e^{-\beta * d}}, \alpha^{*}=0.2 \beta^{*}=0.6\)
    \(d=\operatorname{depth}\left(L C A\left(c_{1}, c_{2}\right)\right)\)
    \(d=\operatorname{depth}\left(L C A\left(c_{1}, c_{2}\right)\right)\)
\(d_{\text {Mubaid }}\left(c_{1}, c_{2}\right)=\log \left(1+\operatorname{len}\left(c_{1}, c_{2}\right) *\left(\operatorname{depthmax}-\operatorname{depth}\left(\operatorname{LCS}\left(c_{1}, c_{2}\right)\right)\right)\right)\)
\(d_{\text {Mubaid }}\left(c_{1}, c_{2}\right)=\log \left(1+\operatorname{len}\left(c_{1}, c_{2}\right) *\left(\operatorname{depthmax}-\operatorname{depth}\left(\operatorname{LCS}\left(c_{1}, c_{2}\right)\right)\right)\right)\)
\(\operatorname{sim}_{\text {Path }}\left(c_{1}, c_{2}\right)=\frac{1}{1+\operatorname{len}\left(c_{1}, c_{2}\right)}\)
\(\operatorname{sim}_{\text {Path }}\left(c_{1}, c_{2}\right)=\frac{1}{1+\operatorname{len}\left(c_{1}, c_{2}\right)}\)
    \(d i s_{S \& B}\left(c_{1}, c_{2}\right)=\log _{2}\left(1+\frac{\left|\phi\left(c_{1}\right) \backslash \phi\left(c_{2}\right)\right|+\left|\phi(c 2) \backslash \phi\left(c_{1}\right)\right|}{\left|\phi\left(c_{1}\right) \backslash \phi\left(c_{2}\right)\right|+\left|\phi\left(c_{2}\right) \backslash \phi\left(c_{1}\right)\right|+\left|\phi\left(c_{1}\right) \cap \phi\left(c_{2}\right)\right|}\right)\)
    \(d i s_{S \& B}\left(c_{1}, c_{2}\right)=\log _{2}\left(1+\frac{\left|\phi\left(c_{1}\right) \backslash \phi\left(c_{2}\right)\right|+\left|\phi(c 2) \backslash \phi\left(c_{1}\right)\right|}{\left|\phi\left(c_{1}\right) \backslash \phi\left(c_{2}\right)\right|+\left|\phi\left(c_{2}\right) \backslash \phi\left(c_{1}\right)\right|+\left|\phi\left(c_{1}\right) \cap \phi\left(c_{2}\right)\right|}\right)\)
    \(\phi(a)=\{c \in C \mid a \leq c\}\)
    \(\phi(a)=\{c \in C \mid a \leq c\}\)
    \(\operatorname{sim}_{\text {Taieb_1 }}\left(c_{1}, c_{2}\right)=\mid\) TermDepth \(\left(c_{1}, c_{2}\right) \mid \times \operatorname{TermHypo}\left(c_{1}, c_{2}\right)\)
    \(\operatorname{sim}_{\text {Taieb_1 }}\left(c_{1}, c_{2}\right)=\mid\) TermDepth \(\left(c_{1}, c_{2}\right) \mid \times \operatorname{TermHypo}\left(c_{1}, c_{2}\right)\)
    TermDepth \(\left(c_{1}, c_{2}\right)=\frac{2 \times \operatorname{depth}\left(c_{1}, c_{2}\right)}{\operatorname{depth}\left(c_{1}\right)+\operatorname{depth}\left(c_{2}\right)}\)
    TermDepth \(\left(c_{1}, c_{2}\right)=\frac{2 \times \operatorname{depth}\left(c_{1}, c_{2}\right)}{\operatorname{depth}\left(c_{1}\right)+\operatorname{depth}\left(c_{2}\right)}\)
    TermHypo \(\left(c_{1}, c_{2}\right)=\frac{2 \times \operatorname{Spec}_{\text {Нуро }}\left(c_{1}, c_{2}\right)}{\text { Spec }_{\text {Hypo }}\left(c_{1}, c_{2}\right)+S p e c_{\text {Нуро }}\left(c_{1}, c_{2}\right)}\)
    TermHypo \(\left(c_{1}, c_{2}\right)=\frac{2 \times \operatorname{Spec}_{\text {Нуро }}\left(c_{1}, c_{2}\right)}{\text { Spec }_{\text {Hypo }}\left(c_{1}, c_{2}\right)+S p e c_{\text {Нуро }}\left(c_{1}, c_{2}\right)}\)
    \(\operatorname{Spec}_{\text {Hypo }}\left(c_{1}, c_{2}\right)=1-\frac{\log (\text { HypoValue }(c))}{\log (\text { HypoValue }(\text { root }))}\)
    \(\operatorname{Spec}_{\text {Hypo }}\left(c_{1}, c_{2}\right)=1-\frac{\log (\text { HypoValue }(c))}{\log (\text { HypoValue }(\text { root }))}\)
    HypoValue \((c)=\sum_{c^{\prime} \in H y\left(\operatorname{depth}\left(c^{\prime}\right)\right)}\)
    HypoValue \((c)=\sum_{c^{\prime} \in H y\left(\operatorname{depth}\left(c^{\prime}\right)\right)}\)
    \(P\left(\operatorname{depth}\left(c^{\prime}\right)\right)=\frac{\left|\left\{c^{\prime} \in C \mid \operatorname{depth}\left(c^{\prime}\right)=\operatorname{depth}(c)\right\}\right|}{|C|}\)
    \(P\left(\operatorname{depth}\left(c^{\prime}\right)\right)=\frac{\left|\left\{c^{\prime} \in C \mid \operatorname{depth}\left(c^{\prime}\right)=\operatorname{depth}(c)\right\}\right|}{|C|}\)
    \(\operatorname{depth}(c)=\) length of the longest ascending path \(c \rightarrow\) root
    \(\operatorname{depth}(c)=\) length of the longest ascending path \(c \rightarrow\) root
    HypoInc \((c)=\left\{c^{\prime} \in C \mid c^{\prime} \leq c\right\}\)
```

    HypoInc \((c)=\left\{c^{\prime} \in C \mid c^{\prime} \leq c\right\}\)
    ```

Rada et al. (1989)

Wu and Palmer (1994)
Leacock and Chodorow (1998)
Li et al. (2003)
Li et al. (2003)
Al-Mubaid and Nguyen (2009)
Pedersen et al. (2007)
Sánchez et al. (2012)

Hadj Taieb et al. (2014b)

Table 1: State-of-the-art non IC-based similarity measures evaluated in our experiments.
in our work, and (2) corpus-based similarity and relatedness measures. The ontology-based similarity measures are based on the definition of binary concept-valued similarity functions on "is-a" taxonomies, which have proven in Lastra-Díaz and García-Serrano (2015a) to be the best approximation to similarity human judgments on the noun subset of the SimLex dataset Hill et al. (2015), as being efficient, robust and easy to implement. However, the main drawback of the ontology-based similarity measures is the limited coverage of the ontologies and the cost and difficulties of building them. Other drawback of the ontology-based methods is the requirement of a single taxonomy that includes all the words to be compared, although this problem has given rise to the proposal of methods for the estimation of semantic similarity measures combining multiple ontologies, such as the general-purpose method introduced by Al-Mubaid and Nguyen (2009), the method for feature-based measures proposed by Solé-Ribalta et al. (2014) and the method for IC-based similarity measures proposed by Batet et al. (2014). On the other hand, the corpus-based similarity and relatedness measures mainly rely on the distributional hypothesis, and they are commonly based on the statistical co-occurrence between word contexts in large corpora, as a means of estimating the degree of similarity between words. The corpus-based measures "can confuse similarity with relatedness" (Li et al., 2015, §1). In addition, "it is commonly considered that distributional measures can only be used to capture semantic relatedness" (Harispe et al., 2015b, §2.5.2), and "they have traditionally performed poorly when compared to WordNet-based measures" (Mohammad and Hirst, 2012, p.1). This latter fact is confirmed by the recent compar-
isons between ontology-based and corpus-based similarity measures reported by (Banjade et al., 2015, Table 1) and Le and Fokkens (2015), as well as our benchmarks in (Lastra-Díaz and García-Serrano, 2015a, §6.4). It is worth to note that the ontology-based similarity measures use an explicitly defined concept similarity model with the aim of estimating the degree of similarity between words whose specific meaning (evocated concept) is unknown, whilst the corpus-based measures use the occurrence of the words in a specific context, whose meaning (concept) is implicitly defined by the context.

Finally, the research into the similarity judgments problem in cognitive psychology derives from the pioneering work of Tversky (1977). The research into the field of IR has focused on the proposal of a plethora of symmetric and contextless similarity measures guided by experimental evaluation. On the contrary, the research into cognitive sciences has followed a parallel line more focused on the definition of theoretical models capable of explaining several non-metric phenomena in the human similarity judgments described by Tversky (1977) and Pothos et al. (2015), such as: (1) asymmetry or non-commutativity, (2) context dependency and (3) the conjunction fallacy. The most recent cognitive similarity model is introduced by Pothos et al. (2013) and Pothos and Trueblood (2015), being inspired by a quantum probability approach for cognition proposed by Busemeyer and Bruza (2012), whose non-commutative nature allows the representation of different non-metric phenomena. However, the quantum probability similarity model has not yet been experimentally evaluated.

\subsection*{2.2 Corpus-based measures}

Many corpus-based similarity or relatedness measures are based on concept-based resources, such as Wikipedia. For instance, Strube and Ponzetto (2006) introduce WikiRelate, a method for computing the semantic relatedness between words based on a graph derived from Wikipedia. WikiRelate extracts the Wikipedia pages associated to each input word and builds a taxonomy of categories by merging the categories that the pages belong to. Finally, WikiRelate uses standard pathbased and IC-based similarity measures on the recovered taxonomy in order to compute the relatedness measure between words. We can interpret WikiRelate as a twostage method based on the combination of a taxonomy recovering method, such as the method recently proposed by Ben Aouicha et al. (2016a), with any standard ontology-based similarity measure. Gabrilovich and Markovitch (2007) introduce a semantic relatedness method for word and documents, called ESA, which represents the meaning of a word or text as a weighted vector of Wikipedia concepts (articles); whilst Agirre et al. (2009) introduce several distributional relatedness measures based on a vector space model trained on a large Web corpus, which favourably compare with a large set of ontology-based similarity measures on WordNet.

On the other hand, another very active line of research in corpus-based similarity measures is the proposal for hybrid concept-based distributional measures, which integrate knowledge bases (KBs) or explicit "is-a" semantic networks in order to overcome the lack of welldefined semantic knowledge. For instance, Patwardhan and Pedersen (2006) introduce a similarity and relatedness measure which relies on the gloss vector overlapping between the extended WordNet gloss vectors of two input concepts. Mohammad and Hirst (2006) introduce a hybrid distributional measure which relies on the cosine function and the concept-based conditional probabilities for the words derived from the Roget's thesaurus. Alvarez and Lim (2007) propose a hybrid distributional similarity measure that relies on the product of two taxonomical WordNet-based functions with a gloss overlapping factor by using "is-a" and "part-of" relationships, whilst Li et al. (2015) introduce another hybrid distributional measure whose core idea is that the similarity computation relies on truly "is-a" relationships, which are derived from a very large web corpus by using an automatic method based on syntactic rules.

Other family of relatedness measures are based on randow walks on weighted graphs derived from different knowledges sources, such as Wikipedia and WordNet. For instance, Hughes and Ramage (2007) propose a semantic relatedness measure between word pairs which is based on a random walk using Personalized PageRank on a weighted graph derived from WordNet and corpus statistics, whilst Yeh et al. (2009) extend their previous work on semantic relatedness measures based on random walks to Wikipedia, and Ramage et al. (2009) propose a corpus-based measure based on a random walk on WordNet with the aim of estimating the semantic similarity between text fragments. Finally, Yazdani and PopescuBelis (2013) propose a method for estimating the se-
mantic relatedness between concepts based on a random walk approach on a Wikipedia concept network with two link types: the hypertext links between Wikipedia articles (concepts), and the lexical similarity between them defined by the cosine score between the vectors representing each article.

Another growing research trend on corpus-based semantic similarity and relatedness measures is the development of word embeddings, such as those proposed by Mikolov et al. (2013), Pennington et al. (2014) and Suzuki and Nagata (2015), whose core idea is the learning of a vector representation (embedding) for large vocabularies, such that the Euclidean distance between word vectors reflects their semantic similarity. Most word embeddings use a large corpora in their learning process, thus, they are a subfamily of the corpusbased methods. The word embedding methods commonly use complex machine learning algorithms, which are time-consuming and hard to reproduce. However, once the vector representations are computed, their evaluation mainly depends on the dimensionality of the vector space, thus, they can be very efficient for large vocabularies and low dimensionality.

\subsection*{2.3 Ontology-based similarity measures}

In two recent works, Lastra-Díaz and García-Serrano (2015b) and Lastra-Díaz and García-Serrano (2015a), we provide a very detailed review of the current ontologybased semantic measures, thus, we only provide herein a categorization in order to introduce the similarity measures that will be evaluated in our experiments. For a more in-depth review of the topic, we refer the reader to our aforementioned works, especially the former, and the recent book by Harispe et al. (2015b).

We categorize the current ontology-based semantic measures into four subfamilies as follows: (1) edgecounting similarity measures, the so called path-based measures, whose core idea is the use of the length of the shortest path between concepts as an estimation of their degree of similarity, such as the pioneering work of Rada et al. (1989) and the subsequent works of Wu and Palmer (1994), Leacock and Chodorow (1998), Hirst and St-Onge (1998), Pedersen et al. (2007) and Al-Mubaid and Nguyen (2009); (2) IC-based similarity measures whose core idea is the use of an Information Content (IC) model, such as the pioneering work of Resnik (1995), and the measures proposed by Jiang and Conrath (1997) and Lin (1998); (3) feature-based measures, whose core idea is the use of set-theory operators between the feature sets of the concepts, such as the pioneering work of Tversky (1977), and more recently Sánchez et al. (2012), whose core idea is the use of the overlapping of ancestor sets as an estimation of the overlapping between the unknown feature sets of the concepts; and finally, (4) other similarity measures that cannot be directly categorized into any previous family, which are based on taxonomical features derived from set-theory operators Batet et al. (2011), or novel contributions of the hyponym set Hadj Taieb et al. (2014b). Out of our previous categorization, it was also worth mentioning some proposals of aggregated similarity measures, such as Martinez-Gil (2016), whose key

Classic IC-based similarity measures
\begin{tabular}{lc}
\hline Resnik (1995) & \(\operatorname{sim}_{\text {Resnik }}\left(c_{1}, c_{2}\right)=I C\left(M I C A\left(c_{1}, c_{2}\right)\right)\) \\
Jiang and Conrath (1997) & \(d_{J \& C}\left(c_{1}, c_{2}\right)=I C\left(c_{1}\right)+I C\left(c_{2}\right)-2 I C\left(M I C A\left(c_{1}, c_{2}\right)\right)\) \\
Lin (1998) & \(\operatorname{sim}_{J \& C}\left(c_{1}, c_{2}\right)=1-\frac{1}{2} d_{J \& C}\left(c_{1}, c_{2}\right)\) \\
& \(\operatorname{sim}_{\text {Lin }}\left(c_{1}, c_{2}\right)=\frac{2 I C\left(M I C A\left(c_{1}, c_{2}\right)\right)}{I C\left(c_{1}\right)+I C\left(c_{2}\right)}\)
\end{tabular}

IC-based reformulations of the Tversky similarity measure
Pirró and Seco (2008) \(\quad \operatorname{sim}_{P \& S}\left(c_{1}, c_{2}\right)=\left\{\begin{array}{cl}3 I C\left(M I C A\left(c_{1}, c_{2}\right)\right) \\ -I C\left(c_{1}\right)-I C\left(c_{2}\right) & , \text { if } c_{1} \neq c_{2} \\ 1 & , \text { if } c_{1}=c_{2}\end{array}\right.\)
Monotone transformations of classic IC-based similarity measures
\begin{tabular}{|c|c|}
\hline Pirró and Euzenat (2010) & \(\operatorname{sim}_{\text {FaITH }}\left(c_{1}, c_{2}\right)=\frac{I C\left(M I C A\left(c_{1}, c_{2}\right)\right)}{I C\left(c_{1}\right)+I C\left(c_{2}\right)-I C\left(M I C A\left(c_{1}, c_{2}\right)\right)}\) \\
\hline Meng and Gu (2012) & \(\operatorname{sim}_{\text {Meng }}\left(c_{1}, c_{2}\right)=e^{\operatorname{sim}} \operatorname{Lin}\left(c_{1}, c_{2}\right)-1=e^{\frac{2 I C\left(M I C A\left(c_{1}, c_{2}\right)\right.}{I C\left(c_{1}\right)+I C\left(c_{2}\right)}}-1\) \\
\hline Garla and Brandt (2012) & \(\operatorname{sim}_{\text {path_IC }}\) IC \(\left(c_{1}, c_{2}\right)=\frac{1}{1+d_{J \& C}\left(c_{1}, c_{2}\right)}\) \\
\hline Lastra-Díaz and García-Serrano (2015b) & \[
\begin{aligned}
& \operatorname{sim}_{\cos J \& C}\left(c_{1}, c_{2}\right)=1-\cos \left(\frac{\pi}{2}\left(1-\frac{d_{J \& C}\left(c_{1}, c_{2}\right)}{2 * \max _{d_{J \& C}}}\right)\right) \\
& \max _{d_{J \& C}}=\max _{c \in \operatorname{Leaves}(C)}\{I C(c)\}
\end{aligned}
\] \\
\hline
\end{tabular}

Hybrid IC-based similarity measures based on the shortest path length
\begin{tabular}{|c|c|}
\hline Li et al. (2003) & \[
\begin{aligned}
& \operatorname{sim}_{L i_{-} s 9}\left(c_{1}, c_{2}\right)=\operatorname{sim}_{L i_{-} s 4}\left(c_{1}, c_{2}\right) * \frac{e^{\lambda * I C}-e^{-\lambda * I C}}{e^{\lambda * I C}+e^{-\lambda * I C}}, \lambda^{*}=0.4 \\
& I C=M I C A\left(c_{1}, c_{2}\right)
\end{aligned}
\] \\
\hline Zhou et al. (2008b) & \[
\begin{aligned}
& \operatorname{sim}_{Z h}\left(c_{1}, c_{2}\right)=1-k \times\left(\frac{\log \left(\operatorname{len}\left(c_{1}, c_{2}\right)+1\right)}{\log (2 * \max x \operatorname{depth}(c)\}-1)}\right) \\
& -\frac{1}{2}(1-k) \times d_{J \& C}\left(c_{1}, c_{2}\right) \quad k^{*}=\frac{1}{2} \text { by default }
\end{aligned}
\] \\
\hline Meng et al. (2014) & \[
\begin{aligned}
& \operatorname{sim}_{\text {Meng2014 }}\left(c_{1}, c_{2}\right)=\operatorname{sim}_{\operatorname{Lin}}\left(c_{1}, c_{2}\right)\left(\frac{1-e^{-k * l \operatorname{len}\left(c_{1}, c_{2}\right)}}{e^{-k * \operatorname{len}\left(c_{1}, c_{2}\right)}}\right), k^{*}=0.08 \\
& \operatorname{sim}_{\text {Gao }}\left(c_{1}, c_{2}\right)=e^{-\alpha L\left(c_{1}, c_{2}\right)}, \alpha^{*}=0.15 \text { and } \beta^{*}=2.05 \\
& L\left(c_{1}, c_{2}\right)=w t\left(c_{1}, c_{2}\right) * \operatorname{len}\left(c_{1}, c_{2}\right)
\end{aligned}
\] \\
\hline Gao et al. (2015) & \[
\begin{aligned}
& w t=\left\{\begin{array}{cl}
\left(\frac{1+I C\left(M I C A\left(c_{1}, c_{2}\right)\right)}{I C\left(M I C A\left(c_{1}, c_{2}\right)\right)}\right)^{\beta} & , I C\left(M I C A\left(c_{1}, c_{2}\right)\right) \geq 1 \\
2^{\beta} & , 1>I C\left(M I C A\left(c_{1}, c_{2}\right)\right) \geq 0
\end{array}\right. \\
& \operatorname{sim}_{\cos w J \& C}\left(c_{1}, c_{2}\right)=1-\cos \left(\frac{\pi}{2}\left(1-\frac{d_{w J \& C}\left(c_{1}, c_{2}\right)}{2 * \max _{d_{J \& C}}}\right)\right)
\end{aligned}
\] \\
\hline Lastra-Díaz and García-Serrano (2015b) & \[
\begin{aligned}
& d_{w J \& C}\left(c_{1}, c_{2}\right)=\min _{\forall \alpha \in \operatorname{Paths}_{\left(c_{1}, c_{2}\right)}}\left\{\sum_{e_{i j} \in \alpha} w\left(e_{i j}\right)\right\} \\
& w\left(e_{i j}\right)=\left\{\begin{array}{cl}
-\log _{2}\left(p\left(c_{i} \mid c_{j}\right)\right) & , \text { if } p\left(c_{i} \mid c_{j}\right) \text { are known } \\
\left|I C\left(c_{i}\right)-I C\left(c_{j}\right)\right| & , \text { otherwise }
\end{array}\right.
\end{aligned}
\] \\
\hline
\end{tabular}

Table 2: Definition of the state-of-the-art IC-based similarity measures evaluated in our experiments.
feature is the merging of multiple ontology-based similarity measures in order to produce a final similarity judgement.

In addition to the four subfamilies of ontology-based similarity measures aforementioned above, we categorize the family of IC-based similarity measures into the following four subgroups, as shown in table 2: (1) the first group of classic IC-based measures made up of the similarity measures introduced by Resnik (1995), Jiang and Conrath (1997) and Lin (1998); (2) a second group that we call hybrid or path-based IC-based similarity measures, which is defined by those measures that make up an IC model with any function based on the length of the shortest path between concepts, such as the pioneering work of Li et al. (2003), and other subsequent works such as Zhou et al. (2008a), Meng et al. (2014), Gao et al. (2015), and the two weighted IC-based similarity measures introduced by Lastra-Díaz and García-Serrano
(2015b); (3) a third group that is based on any reformulation strategy between different approaches, such as the IC-based reformulations of the Tversky measure in Pirró (2009) and Pirró and Euzenat (2010), as well as the ICbased reformulation of most edge-counting methods introduced by Sánchez and Batet (2011); and finally, (4) a fourth group that is based on a monotone transformation of any classic IC-based similarity measure, such as the exponential-like scaling of the Lin (1998) measure introduced by Meng and Gu (2012), the reciprocal of the J\&C distance introduced by Garla and Brandt (2012), and another cosine-based normalization of the J\&C distance introduced by Lastra-Díaz and García-Serrano (2015b). In addition, we show herein that the FaITH similarity measure introduced by Pirró and Euzenat (2010) is also a monotone transformation of the Lin (1998) similarity measure, despite its initial design being based on a reformulation of the Tversky (1977) measure. Table 3 shows

Rada et al. (1989) similarity measure and its monotone transformations
\(\operatorname{sim}_{\text {Rada }}\left(c_{1}, c_{2}\right)=1-\frac{1}{2} d_{\text {Rada }}\left(c_{1}, c_{2}\right)\)
Rada et al. (1989)

Leacock and Chodorow (1998)
\(d_{\text {Rada }}\left(c_{1}, c_{2}\right)=\operatorname{len}\left(c_{1}, c_{2}\right)=\min _{\forall \alpha \in \text { Paths }_{\left(c_{1}, c_{2}\right)}}\left\{\sum_{e_{i j} \in \alpha} 1\right\}\)
\(\operatorname{sim}_{L \& C C}\left(c_{1}, c_{2}\right)=-\log \left(\frac{1+\operatorname{len}\left(c_{1}, c_{2}\right)}{2 \times 2}\right)\)
\(\operatorname{sim}_{L \& C}\left(c_{1}, c_{2}\right)=-\log \left(\frac{1+\operatorname{len}\left(c_{1}, c_{2}\right)}{2 \times \text { maxdepth }}\right)\)
Factorization:
\(\operatorname{sim}_{L \& C}\left(c_{1}, c_{2}\right)=\varphi(x) \circ \operatorname{sim}_{\text {Rada }}\left(c_{1}, c_{2}\right)\)
\(\varphi(x)=-\log \left(\frac{3-2 x}{2 \times \text { maxdepth }}\right)\)
\(\operatorname{sim}_{L i_{-} s 3}\left(c_{1}, c_{2}\right)=e^{-\alpha * \operatorname{len}\left(c_{1}, c_{2}\right)}, \quad \alpha^{*}=0.25\)
Li et al. (2003)

Pedersen et al. (2007)
Factorization:
\(\operatorname{sim}_{L i_{-} s 3}\left(c_{1}, c_{2}\right)=\varphi(x) \circ \operatorname{sim}_{\text {Rada }}\left(c_{1}, c_{2}\right)\)
\(\varphi(x)=e^{2 \alpha *(x-1)} \xrightarrow{\alpha^{*}=0.25} \varphi^{*}(x)=e^{\frac{(x-1)}{2}}\)
\(\operatorname{sim}_{\text {Path }}\left(c_{1}, c_{2}\right)=\frac{1}{1+l e n\left(c_{1}, c_{2}\right)}\)
Factorization:
\(\operatorname{sim}_{\text {Path }}\left(c_{1}, c_{2}\right)=\varphi(x) \circ \operatorname{sim}_{\text {Rada }}\left(c_{1}, c_{2}\right)\)
\(\varphi(x)=\frac{1}{3-2 x}\)
Lin (1997) similarity measure and its monotone transformations
Lin (1998)
\(\operatorname{sim}_{\text {Lin }}\left(c_{1}, c_{2}\right)=\frac{2 I C\left(M I C A\left(c_{1}, c_{2}\right)\right)}{I C\left(c_{1}\right)+I C\left(c_{2}\right)}\)
\(\operatorname{sim}_{\text {FaITH }}\left(c_{1}, c_{2}\right)=\frac{\left.I C A\left(c_{1}, c_{2}\right)\right)}{I C\left(c_{1}\right)+I C\left(c_{2}\right)-I C\left(M I C A\left(c_{1}, c_{2}\right)\right)}\)

Pirró and Euzenat (2010)

Meng and Gu (2012)
Factorization:
\(\operatorname{sim}_{\text {FaITH }}\left(c_{1}, c_{2}\right)=\varphi(x) \circ \operatorname{sim}_{\text {Lin }}\left(c_{1}, c_{2}\right)\)
\(\varphi(x)=\frac{x}{2-x}\)
\(\operatorname{sim}_{\text {Meng }}\left(c_{1}, c_{2}\right)=e^{\operatorname{sim} m_{\text {Lin }}\left(c_{1}, c_{2}\right)}-1\)
Factorization:
\(\operatorname{sim}_{\text {Meng }}\left(c_{1}, c_{2}\right)=\varphi(x) \circ \operatorname{sim}_{\text {Lin }}\left(c_{1}, c_{2}\right)\)
\(\varphi(x)=e^{x}-1\)
Jiang and Conrath (1997) similarity measure and its monotone transformations


Table 3: Equivalence classes of similarity measures induced by any monotone transformation from any classic similarity measure.
the monotonicity relationships between most IC-based similarity measures which have been experimentally confirmed in our evaluation. For the sake of completeness of our experimental survey, we also evaluate herein all non IC-based similarity measures shown in table 1 , despite the present work is focused on new IC models and their evaluation with the state-of-the-art IC-based similarity measures shown in table 2.

Finally, Stanchev (2014) introduces a similarity graph from WordNet with the aim of computing the similarity between words. In addition to the taxonomical structure from WordNet, the graph uses the definition and examples of use of the WordNet concepts as evidence on the relationships between concepts. The similarity graph is defined by a collection of oriented edges with asymmetric weights, in which the weights between parent and child concepts encode the probability that a user interested in the source node of an edge is also interested in the concept associated to the destination node. The similarity measure is defined as the product of the edge weights throughout the path between the word nodes. Despite some weights being defined in an arbitrary way, the method obtains outstanding results in the Miller and Charles (1991) dataset, and introduces for the first time an asymmetrical path-based method founded on probability theory. We note that the similarity measure introduced by Stanchev is closely related to our weighted \(J \& C\) distance, denoted by \(d w J \& C\) in table 2 , as our measure matches the logarithm of the product of conditional probabilities between the word nodes. However, the basic form of the \(d w J \& C\) distance does not integrate the word nodes into the WordNet taxonomy and the weights are symmetric, the edge weights being the logarithm of the conditional probabilities.

\subsection*{2.4 Summary and positioning}

In summary, the ontology-based similarity measures are efficient, easy to implement and more accurate than the corpus-based methods, whilst the corpus-based measures offer a broader lexical coverage at the expense of a high complexity and computational cost, as well as the difficulties to obtain well-balanced learning corpus. However, the corpus-based relatedness measures based on word embeddings combine the broad coverage of the corpus-based methods with an efficient evaluation method in operation mode. On the other hand, unlike the theoretical models developed in cognitive psychology which have not yet evaluated, the ontology-based similarity measures have been successfully evaluated in many human similarity benchmarks, and they have contributed to the development of a large set of applications. For these reasons, we are focusing our research effort on the development of new IC models and ontology-based similarity measures.

\section*{3 State of the art}

This section summarizes the current factual state of the art on ontology-based similarity measures and IC models and review the related work on IC models.

The state of the art in ontology-based similarity measures is defined by the family of intrinsic IC-based measures, which are defined by the combination of one specific IC-based similarity measure with any intrinsic IC model. More specifically, our cosine-normalized JiangConrath ( \(\cos J \mathscr{B} C\) ) similarity measure is currently the best performing ontology-based similarity measure according to the evaluation on the five most significant datasets reported in (Lastra-Díaz and García-Serrano, 2015a, table 6). However, in this latest work we did not evaluate other hybrid IC-based measures that obtained state-of-the-art results in Lastra-Díaz and GarcíaSerrano (2015b), such as our hybrid measure coswJECC and the Zhou et al. (2008b) similarity measure. Likewise, the \(\cos J 6 C\) similarity measure is the only measure that obtains a statistically significant higher performance than the baseline, (Lastra-Díaz and GarcíaSerrano, 2015a, fig.3). However, we also prove that there is no statistically significant difference between the \(\cos J \mathscr{E} C\) similarity measure and those introduced by Meng and Gu (2012) and Pirró and Euzenat (2010).

The outperformance of the IC-based similarity measures is supported by several recent WordNet-based benchmarks, such as Lastra-Díaz and García-Serrano (2015a), Lastra-Díaz and García-Serrano (2015b) and Hadj Taieb et al. (2014b), as well as other older ones, such as Budanitsky and Hirst (2006), Pirró (2009) and Sánchez et al. (2011). Another benchmark in bioengineering introduced by Garla and Brandt (2012) also confirms the outperformance of an intrinsic IC-based similarity measure derived from the reciprocal of the J\&C distance. Likewise, McInnes and Pedersen (2013) prove the outperformance of the classic IC-based similarity measures over the path-based measures and gloss-based relatedness measures in a WSD benchmark in bioengineering, but it is also proven that there is no a statistically significant difference between a corpus-based IC model and the intrinsic IC model introduced by Sánchez et al. (2011). This latest conclusion on the debate between intrinsic and corpus-based IC models is endorsed in a more conclusive manner by the recent benchmarks in our aforementioned works.

In our aforementioned works, we conclusively prove several significant facts on the state of the art of IC models as follows. First, contrary to what the research community thought, most corpus-based IC models derived from the unexplored "*.add1" set of WordNet-based frequency files in Pedersen (2008b) rival the state-of-the-art intrinsic IC models, (Lastra-Díaz and García-Serrano, 2015b, table 6). Second, the best performing IC model on average is the Seco et al. (2004) IC model, (LastraDíaz and García-Serrano, 2015a, table 5). Third, there is no a statistical significant difference between most state-of-the-art intrinsic IC models, as well as between most intrinsic IC models and the baseline IC model defined by a corpus-based IC model derived from the "ic-treebankadd1.dat" file in the aforementioned Pedersen dataset, (Lastra-Díaz and García-Serrano, 2015a, fig.2). And finally, the Sánchez and Batet (2012) IC model is the only one that obtains a statistically significant higher performance than the corpus-based IC model defined as

Resnik (1999)
Seco et al. (2004)
Zhou et al. (2008a)
Blanchard et al. (2008)

Sánchez et al. (2011)

Sánchez and Batet (2012)

Meng et al. (2012)
Yuan et al. (2013)

Hadj Taieb et al. (2014a)

Adhikari et al. (2015)
\[
I C_{\text {Resnik }}=-\log _{2}\left(\widehat{p}\left(c_{i}\right)\right), \widehat{p}\left(c_{i}\right)=\frac{f\left(c_{i}\right)}{N}=\frac{f\left(c_{i}\right)}{f(\Gamma)}
\]
\[
f\left(c_{i}\right)=T F\left(c_{i}\right)+I F\left(c_{i}\right)=T F\left(c_{i}\right)+\sum_{\forall c_{j} \mid}^{N} \sum_{c_{i} \in L A\left(c_{j}\right)}^{f(\Gamma)} f\left(c_{j}\right)
\]
\[
I C_{\text {Seco }}(c)=1-\frac{\log (\mid \text { Hypo }(c) \mid+1)}{\log (\text { max nodes })}
\]
\[
I C_{Z h o u}(c)=k\left(1-\frac{\log (\mid \text { Hypo }(c) \mid+1)}{\log (\text { max nodes })}\right)+(1-k) \frac{\log (\text { depth }(c))}{\log (\text { depth } \max )}, \quad k^{*}=\frac{1}{2}
\]
\[
I C_{g}\left(c_{i}\right)=-\log _{2}\left(\frac{\mid \text { SubsumedLeaves }\left(c_{i}\right) \mid}{\text { maxLeaves }}\right)
\]
\[
\text { SubsumedLeaves }\left(c_{i}\right)=\left\{c_{j} \in C \mid c_{j} \leq_{C} c_{i} \wedge c_{j} \text { is leaf }\right\}
\]
\[
I C_{\text {Sánchez2011 }}\left(c_{i}\right)=-\log _{2}\left(\left.\frac{\mid \text { Leaves }\left(c_{i}\right) \mid}{\left|\operatorname{Subsumes}\left(c_{i}\right)\right|} \right\rvert\,\right.
\]
\[
\left\{\begin{array}{l}
\text { Leaves }\left(c_{i}\right)=\left\{c_{j} \in C \mid\left(c_{j} \leq_{C} c_{i} \wedge c_{j} \neq c_{i}\right) \wedge c_{j} \text { is leaf }\right\} \\
\text { subsumers }\left(c_{i}\right)=\left\{c_{j} \in C \mid c_{i} \leq_{C} c_{j}\right\}
\end{array}\right.
\]
\[
I C_{\text {Sánchez2012 }}(c)=-\log _{2}\left(\frac{\text { commonness }(c)}{\text { commonness }(\text { root })}\right)
\]
\[
\left\{\begin{array}{l}
\text { commonness }(c)=\frac{1}{\mid \text { Subsmers }(c) \mid} \\
\text { commonness }(c)=\sum_{\forall l \mid l \text { is leaf and } l<c} \text { commonness }(l)
\end{array}, c\right. \text { leaf }
\]
\[
I C_{\text {Meng }}(c)=\frac{\log (\operatorname{depth}(c))}{\log \left(\operatorname{depth} h_{\text {max }}\right)} \times\left(1-\frac{\log \left(1+\sum_{a \in H y p o(c)} \frac{1}{\operatorname{depth}(a)}\right)}{\log \left(\operatorname{Nodem}_{\text {max }}\right)}\right)
\]
\[
I C_{\text {Yuan }}(c)=f_{\text {depth }}(c)\left(1-f_{\text {leaves }}(c)\right)+f_{\text {hyper }}(c)
\]
\[
\left\{\begin{array}{l}
f_{\text {depth }}(c)=\frac{\log g(\text { depth }(c))}{\log (\text { depthax })} \\
f_{\text {leaves }}(c)=\frac{\log g(\mid \text { Leaves }(c) \mid+1)}{\log (\operatorname{Leaves} m a x+1)} \\
f_{\text {hyper }}(c)=\frac{\log (\mid \text { Hyper }(c) \mid+1)}{\log (\text { Node max })}
\end{array}\right.
\]

Table 4: State-of-the-art Information Content models evaluated in our experiments.
baseline, (Lastra-Díaz and García-Serrano, 2015a, fig.2).
In order to overcome the lexical coverage limitation associated to the ontologies, we argue that at least two strategies could be explored. The first strategy is the ontology population based on WordNet by using any automatic WordNet-based semantic annotation method, such as that explored by Sanfilippo et al. (2005). A second strategy is the automatic assembly of broad coverage "is-a" taxonomies from a large corpus such as Wikipedia, as is recently proposed and evaluated by Ben Aouicha et al. (2016a).

Finally, despite the plethora of ontology-based similarity measures and IC models available in the literature, the selection of a specific similarity measure for a particular application is still an open problem. For instance, a recent benchmark in a biomedical ontology-based IR task by Alonso and Contreras (2016) proves that there is no a statistically significant difference in performance between the intrinsic IC measure in (Garla and Brandt,

2012, eq. (13)) and the similarity measure introduced by Pedersen et al. (2007). This latter fact questions the extrapolation of the results and conclusions obtained in classic word similarity benchmarks to specific similaritybased applications. Thus, in order to improve our understanding of the problem, we suggest that the evaluation methodology of ontology-based similarity measures should be reconsidered by defining new task-oriented benchmarks and larger datasets. In this latter line of research, Jurgens et al. (2015) introduce a new similarity evaluation method called Cross-Level Semantic Similarity (CLSS), whose aim is to measure the contribution of the degree of similarity between small language units to the semantic similarity between larger linguistic units. Precisely, Pilehvar and Navigli (2015) propose an unified method to compute the semantic similarity between items from multiple linguistic levels. On the other hand, Saif et al. (2014) have carried out a study on the impact of the incompleteness of some linguistic resources
\[
\begin{aligned}
& \operatorname{AvgDepth}(c)=\frac{1}{|\operatorname{HyperInc}(c)|} \times \sum_{c^{\prime} \in H \text { yperInc}(c)} \operatorname{depth}\left(c^{\prime}\right) \\
& \text { Score }(c)=\left(\sum_{c^{\prime} \in \text { Direct Hyper }(c)} \frac{\text { depth }\left(c^{\prime}\right)}{\mid \text { HypoInc }\left(c^{\prime}\right)| |}\right) \times \mid \text { HypoInc }(c) \mid \\
& \text { HypoInc }(c)=\{a \in C \mid a \leq c\} \quad \text { HyperInc }(c)=\{a \in C \mid c \leq a\}
\end{aligned}
\]
\[
\begin{aligned}
& \times\left(1-\frac{\log \left(1+\underset{a \in H y p o(c)}{ } \frac{1}{\operatorname{depth(a)}}\right)}{\log (\text { Node max })}\right) \text { subsmers }^{\prime}(c)=\operatorname{subsmers}(c) \cup\{c\}
\end{aligned}
\]


Table 5: Our current family of well-founded IC models introduced by Lastra-Díaz and García-Serrano (2015a) and evaluated in this work. \(\operatorname{Hypo}\left(c_{i}\right)\) and Leaves \(\left(c_{i}\right)\) denote respectively the set of subsumed concepts and leaf concepts for any concept \(c_{i} \in C\), without including the base concept \(c_{i}\).
in Arabic, such as WordNet and Wikipedia, and into the performance of the ontology-based and gloss-based similarity measures. This latter work shows degradation of the performance from most ontology-based similarity measures, which call our attention to the problems of extrapolating the results based on English benchmarks and resources. Another interesting issue is the availability of a large word similarity benchmark based on WordNet that would also include instances of concepts and multiple-word terms, in the spirit of the TR9856 dataset introduced by Levy et al. (2015).

In summary, the mainstream of research into ontologybased similarity measures is still the proposal of new intrinsic IC models and IC-based measures, such as that proposed by Pirró and Euzenat (2010), Meng et al. (2014), Gao et al. (2015) and our aforementioned works. However, we also find in the literature some new corpusbased IC models such as that introduced by Harispe et al. (2015a), and some relevant non IC-based measures such as that proposed by Sánchez et al. (2012) and Hadj Taieb et al. (2014b). In addition, there are several strategies that could be explored in order to overcome the lexical coverage limitation of the ontologies, and the selection of a specific similarity measure for a particular application is still an open problem.

\subsection*{3.1 Related work on IC models}

In another recent work by Lastra-Díaz and GarcíaSerrano (2015a), we provide an in-depth review of the state of the art in IC models. For this reason, this section only provides a summary of the literature on IC models, including a review of the latest IC models published after our aforementioned work.

In Resnik (1995) and subsequently Resnik (1999), the
author introduces the first IC model reported in the literature. The Resnik IC model relies on a frequency counting method of the occurrences of a concept and its subsumed concepts into a corpus, that is also described in detail by (Pedersen, 2013, p.34), who uses the Resnik method to build the WordNet-based frequency files used in our experiments, Pedersen (2008b). The Resnik frequency counting method does not take the word senses into account; however, Pedersen (2010) proves that the IC models derived from a non sense-tagged corpus perform better than the sense-tagged ones. In order to overcome the drawbacks of the corpus-based IC models, Seco et al. (2004) introduce the first intrinsic IC model reported in the literature, whose core idea is that the IC models can be computed using only taxonomical features, such as the hyponym set ratio. During the last decade, the development of intrinsic IC models has become one of the mainstreams of research in the area. Among the main intrinsic IC models proposed in the literature, we find the works in Zhou et al. (2008a), Sebti and Barfroush (2008), Blanchard et al. (2008), Sánchez et al. (2011), Sánchez and Batet (2012), Yuan et al. (2013), and Hadj Taieb et al. (2014a), as shown in table 4, as well as the IC models introduced by Lastra-Díaz and García-Serrano (2015a) that are shown in table 5.

Finally, we have four recent works on IC models introduced by Adhikari et al. (2015), Harispe et al. (2015a), Aouicha and Taieb (2015) and Ben Aouicha et al. (2016b). First, Harispe et al. (2015a) introduce a family of corpus-based IC models based on the Belief function theoretical framework which is encouraged by the observation that the occurrences of a concept not only impact the IC value of the more general ancestor concepts, the so-called ancestors, but should also im-
pact the IC value of the more specific concepts, the socalled descendants. Harispe et al. (2015a) propose three different corpus-based IC models based on an adaptation of the classic belief and plausibility functions in the Demster-Shafer theory (DST), and the pignistic function. Second, Adhikari et al. (2015) introduce a new intrinsic IC model which is encouraged by the lack of integration in the previous IC models of a large combination of taxonomical features in order to distinguish several structural differences between concepts not considered before. The Adhikari et al. (2015) IC model integrates the relative depth, hyponym structure, subsumed leaves count and subsumer set count. Aouicha and Taieb (2015) introduce a new intrinsic IC model specifically designed for the MeSH biomedical ontology which has not been evaluated in WordNet. And finally, Ben Aouicha et al. (2016b) introduce a new intrinsic IC model on WordNet which is based on a new quatification of the ancestor set of each base concept. has not been included in our experiments. Tables 4 and 5 show the set of IC models that is implemented and evaluated in our experiments. This latest set of IC models, together with the recent IC models proposed by Harispe et al. (2015a) and Aouicha and Taieb (2015), represent, to the best of our knowledge, all the intrinsic and corpus-based IC models reported in the literature. On the other hand, Blanchard et al. (2008) \(I C_{g}\) is evaluated herein for the first time in a word similarity benchmark.

\section*{4 The proposed refinement}

In Lastra-Díaz and García-Serrano (2015a), we propose a general framework to design IC models based on different methods for the estimation of the conditional probability between child and parent concepts, and we introduce a new family of IC models based on it, the socalled well-founded IC models shown in table 5. Our IC models are computed into four steps: (a) estimation of the conditional probabilities \(p\left(c_{i} \mid c_{j}\right) ;(\mathrm{b})\) building of a total ordering of the concept set; (c) recovery of the concept probabilities \(p\left(c_{i}\right)\) by using the recursive formula in equation (3); and (d) recovery of the IC values from the concept probabilities \(p\left(c_{i}\right)\).

In order to eliminate the two drawbacks detailed in section 1.2, we introduce two refinements into the family of well-founded IC models and derive nine new IC models. First, in order to solve the problem related to the two cognitive IC models, we define a subsequent normalization step in the recovery of the concept probabilities in step (c) above, such that the overall sum of the probability on the leaf concepts is always 1 for these cases. Second, in order to warrant that the IC models satisfy the growing monotonicity axiom, such that \(\forall c_{i} \leq_{C} c_{j} \Rightarrow I C\left(c_{i}\right) \geq I C\left(c_{j}\right)\), we define a new method for recovering the final concept probabilities based on the definition of the probability \(p\left(c_{i}\right)\) as the sum of the probabilities of the leaf concepts subsumed by the concept \(c_{i}\), instead of the direct value returned by the recursive formula in equation (3). Thus, we define a subsequent subsumed probability recovery step in the probability recovery step (d) above. We note that this new definition
of the concept probabilities as the probability of their subsumed leaves matches the axiomatic construction of a discrete probability space, as introduced by LastraDíaz and García-Serrano (2015a), or any book on the subject, such as Ash and Doléans-Dade (2000). The new method to compute the final probabilities \(p\left(c_{i}\right)\) from the conditional probabilities \(p\left(c_{i} \mid c_{j}\right)\) matches the previous method in our aforementioned work whenever the taxonomy is tree-like, but it produces a slightly different probability function on taxonomies with multiple inheritance. This latest refinement is a sufficient condition to satisfy the growing monotonicity axiom regardless of the conditional probability model or the type of base taxonomy.

Refinement 1. In order to satisfy the growing monotonicity axiom regardless of the type of taxonomy, we introduce the following changes into the algorithm used to build the well-founded IC models. First, we introduce the growing monotonicity axiom as a further axiom into the definition of a well-founded IC model. And second, in order to satisfy the new axiom (4) the concept probability is defined as the sum of the probability of its subsumed leaves, instead of the direct value obtained from the recursive formula in equation (3), as was done in our aforementioned work.

Refinement 2. In order to warrant that the sum of leaf concept probabilities is 1 for any cognitive IC model, such as the CondProbLogistic and CondProbCosine introduced in Lastra-Díaz and GarcíaSerrano (2015a), it is necessary to normalize the overall sum of leaf probabilities to 1 .

All new IC models share the same algebraic and computational structure, being computed into six steps: (1) estimation of the conditional probabilities; (2) building of a total ordering of the concepts within the taxonomy; (3) recovery of the concept probabilities \(p\left(c_{i}\right)\) by using the recursive formula in equation (3); (4) unit normalization of the probability of the leaf nodes only for the IC models based on non-linear transformations of the conditional probability; (5) computation of each concept probability \(p\left(c_{i}\right)\) as the overall sum of the probability of its subsumed leaves; and finally, (6) computation of the IC values from the concept probabilities. In this way, the new steps (4) and (5) above eliminate the two aforementioned drawbacks, but the four remaining steps are identical to the original algorithm 1 in our previous work.

The two refinements above lead us to the reformulation of the algorithm 1 to build the well-founded IC models introduced by Lastra-Díaz and García-Serrano (2015a). The previous algorithm 1 is substituted by the new algorithm to build the well-founded IC models, which is summarized in table 6. Unlike the previous algorithm 1, the new algorithm only uses the iterative top-down procedure defined by the recursive formula in equation (3) in order to compute the probability of the leaf nodes, not the probability of each concept as was done in our aforementioned work. We recall that the probability recovery algorithm defined by the top-down
formula in equation (3) warrants that the overall sum of the leaf probabilities is 1 if the conditional probabilities \(p\left(c_{i} \mid c_{j}\right)\) are well-defined and satisfy the constraint in equation (1). This latter fact is formalized into the proposition 2 below.

The New Algorithm in table 6 works on any type of taxonomy, and satisfies all the structure axioms in definition 1. The algorithm includes the two modifications proposed above in order to eliminate the two drawbacks found in our previous method. Thus, the proposed algorithm completely closes the algebraic and computational definition of the family of well-founded IC models, and it should be used in the design of any new intrinsic IC model.

\section*{Definition 1 (refined well-founded IC model)}

Given a taxonomy of concepts \(\mathcal{C}=\left(C, \leq_{C}, \Gamma\right)\), and an \(I C\) model defined by the function \(I C: C \rightarrow \mathbb{R}^{+} \cup\{0\}\), we call it a refined well-founded IC model if it can be written as \(I C(c)=-\log _{2}(p(c))\) where \(p(c)\) is a concept-valued function as defined in equation (4), and the functions \(p\left(c_{i} \mid c_{j}\right)\) are the conditional probabilities between any child concept \(c_{i}\) and its parent concepts \(c_{j}\), which satisfy the edge-based property as defined in equation (1).
(1) Edge-based axiom. The sum of conditional probabilities \(p\left(c_{i} \mid c_{j}\right)\) of the children nodes \(c_{i}\) on any parent \(c_{j}\) node must be equal to 1 , as defined in equation (1), where \(L A\left(c_{i}\right)\) denotes the set of lowest ancestors (direct parents) of any concept \(c_{i}\).
\[
\begin{equation*}
\sum_{\forall c_{i} \mid c_{j} \in L A\left(c_{i}\right)} p\left(c_{i} \mid c_{j}\right)=1 \tag{1}
\end{equation*}
\]
(2) Leaf node probability axiom. The overall probability of the leaf concepts sums 1 , as defined in equation (2), and they are computed using the iterative topdown algorithm defined by equation (3).
\[
\begin{gather*}
\sum_{c_{k} \in L_{C}} p\left(c_{k}\right)=1 \\
p \quad: \quad C \rightarrow[0,1] \subset \mathbb{R} \\
p\left(c_{i}\right)=\left\{\begin{array}{cl}
\sum_{\forall c_{j} \in L A\left(c_{i}\right)} p\left(c_{j}\right) p\left(c_{i} \mid c_{j}\right) & , c_{i}=\Gamma \\
, c_{i} \neq \Gamma
\end{array}\right. \tag{3}
\end{gather*}
\]
(3) Probability node axiom. The probability \(p\left(c_{i}\right)\) for each concept \(c_{i} \in C\) must be equal to the sum of the probability of each subsumed leaf concept \(c_{k} \in \operatorname{Leaves}\left(c_{i}\right)=\) \(\left\{c_{k} \in C \mid c_{k} \leq_{C} c_{i} \wedge c_{k}\right.\) is a leaf concept \(\}\), as defined in equation (4).
\[
\begin{equation*}
p\left(c_{i}\right)=\sum_{c_{k} \in \operatorname{Leaves}\left(c_{i}\right)} p\left(c_{k}\right) \tag{4}
\end{equation*}
\]
(4) Monotonicity. \(\forall c_{i}, c_{j} \in C, c_{i} \leq_{C} c_{j} \Rightarrow I C\left(c_{i}\right) \geq\) \(I C\left(c_{j}\right)\)

The axioms (1), (2) and (3) above allow us to define a new family of well-founded intrinsic IC models based on the estimation of the conditional probabilities \(p\left(c_{i} \mid c_{j}\right)\) for each edge of the taxonomy, as shown in table 7. The axiom (3) is a sufficient condition for the satisfaction of the axiom (4), thus, the new refined IC models satisfy the monotonicity axiom by design. We call the new family as refined well-founded IC models in order to distinguish it from our previous IC models, and to emphasize the use of the new algorithm in table 6. In proposition 1 , we show that given a taxonomy \(\left(C, \leq_{C}, \Gamma\right)\), the definition of the concept probabilities according to axiom (3) is a sufficient condition to get a well-founded probability space, which moreover matches the standard axiomatic construction of any discrete probability space. In addition, we show in proposition 2 that axioms (1) and (2) of a well-founded IC model are sufficient conditions to build a leaf-valued function \(p: L_{C} \subset C \rightarrow[0,1]\) that satisfies axiom (2) above and the second premise of proposition 1. Thus, proposition 2 proves that any well-founded IC model induces a well-founded probability space on any base taxonomy, and the whole system is supported by the structures derived from the conditional probabilities. The proofs of both propositions are included in appendix B of Lastra-Díaz and García-Serrano (2015a).

Proposition 1 Be a taxonomy \(\mathcal{C}=\left(C, \leq_{C}, \Gamma\right)\) defined by a partially ordered set \(\left(C, \leq_{C}\right)\) with a distinguished supreme element \(\Gamma\), called the root, and \(L_{C}\) the set of leaves in \(C\). If a set-valued positive function \(P\) is defined from the leaf-valued function \(p\) as follows:
\[
\begin{gather*}
P: 2^{\Gamma} \rightarrow[0,1] \\
P(A)=\sum_{c_{k} \in L_{C} \cap A} p\left(c_{k}\right)
\end{gather*}
\]
\[
\begin{gathered}
p: L_{C} \subset C \rightarrow[0,1] \\
\sum_{c_{k} \in L_{C}} p\left(c_{k}\right)=1
\end{gathered}
\]
then the following facts are satisfied: (1) \(P\) is a probability measure, and (2) the triplet \(\left(\Gamma, 2^{\Gamma}, P\right)\) is a probability space.

Proposition 2 Let a taxonomy \(\mathcal{C}=\left(C, \leq_{C}, \Gamma\right)\) and \(L_{C}\) be the set of leaves in \(C\). Given a concept-valued function \(p\) defined by
\[
\begin{array}{rll}
p & : C \rightarrow[0,1] \\
p\left(c_{i}\right) & =\left\{\begin{array}{cl} 
& , \text { if } c_{i}=\Gamma \\
\sum_{\forall c_{j} \in L A_{C}\left(c_{i}\right)} p\left(c_{i} \mid c_{j}\right) p\left(c_{j}\right) & , \text { otherwise }
\end{array}\right.
\end{array}
\]
then \(P\left(L_{C}\right)=1\), as given below:
\[
P\left(L_{C}\right)=\sum_{c_{k} \in L_{C}} p\left(c_{k}\right)=1
\]

\subsection*{4.1 The new family of IC models}

This section introduces eight new intrinsic IC models called CondProbRefHyponyms, CondProbRefUniform, CondProbRefLeaves, CondProbRefLogistic,
```

New probability and IC recovery algorithm
Input: a rooted taxonomy $C=\left(C, \leq_{C}, \Gamma\right)$
(1) $p\left(c_{i} \mid c_{j}\right)$ for each child and parent concepts.
Output (2) $p: C \rightarrow[0,1] \subset \mathbb{R}$
(3) $I C: C \times C \rightarrow \mathbb{R}^{+} \cup\{0\}$
1: Compute the conditional probabilities $p\left(c_{i} \mid c_{j}\right)$.
Build a queue $Q$ with a total ordering of the taxonomy
$\left(C, \leq_{C}, \Gamma\right)$, such that every concept is in a subsequent position
to every one of its parent concepts
Remark: top-down computation of the leaf node probabilities
foreach $c_{i} \in Q$
$p\left(c_{i}\right)=\left\{\begin{array}{cl}1 & , \text { if } c_{i}=\Gamma \\ \sum_{\forall c_{j} \in L A_{C}\left(c_{i}\right)} p\left(c_{i} \mid c_{j}\right) p\left(c_{j}\right) & , \text { otherwise }\end{array}\right.$
end foreach
Remark: normalization of the overall leaf node probability (only
if the $p\left(c_{i} \mid c_{j}\right)$ values do not satisfy axiom 1)
overallLeavesProb $=\sum_{c_{k} \in \operatorname{Leaves}(\Gamma)} p\left(c_{k}\right)$
foreach $c_{i} \in$ Leaves $(\Gamma)$
$p\left(c_{i}\right)=\frac{p\left(c_{i}\right)}{\text { overallLeavesProb }}$
end foreach
Remark: bottom-up computation of the node probababilities
Remark: for the computation of the probability of each node,
Leaves $\left(c_{i}\right)$ denotes the set of subsumed leaf concepts inclusive
$c_{i}$.
foreach $c_{i} \in Q$
$p\left(c_{i}\right)=\sum_{c_{k} \in \operatorname{Leaves}\left(c_{i}\right)} p\left(c_{k}\right)$
$I C\left(c_{i}\right)=-\log _{2} p\left(c_{i}\right)$
end foreach

```

Table 6: New algortihm for the computation of the refined well-founded IC models.

CondProbRefCosine, CondProbLogisticLeaves, CondProbRefCosineLeaves and CondProbRefLeavesSubsumersRatio, and a new corpus-based IC model called CondProbRefCorpus. From the latter list, the first five intrinsic IC models and the CondProbRefCorpus IC model are derived from the corresponding IC models introduced by Lastra-Díaz and García-Serrano (2015a) by using the new algorithm to compute the probability and IC values detailed in table 6. On the other hand, the new intrinsic IC models called CondProbLogisticLeaves, CondProbRefCosineLeaves and CondProbRefLeavesSubsumersRatio are based on three new methods to estimate the conditional probabilities \(p\left(c_{i} \mid c_{j}\right)\). The CondProbLogisticLeaves and, CondProbRefCosineLeaves IC models combine the conditional probability function \(p_{\text {Leaves }}\left(c_{i} \mid c_{j}\right)\) with two different cognitive-based non-linear similarity functions previously introduced in our aforementioned work.

Because of the good performance exhibited by the Sánchez et al. (2011) IC model in combination with our coswJ\&C similarity measure, we propose the CondProbRefLeavesSubsumersRatio IC model which is a reformulation of the Sánchez et al. (2011) IC model based on the general framework proposed by the family of IC models introduced herein. This new IC model is based on the fact that the difference in IC values between child and parent concepts in a tree-like taxonomy matches the
logarithm of the conditional probability \(p\left(c_{i} \mid c_{j}\right)\). This latest observation inspired the family of IC-based similarity measures introduced by Lastra-Díaz and GarcíaSerrano (2015b), and from it follows that the Sánchez et al. (2011) IC model can be reformulated as the ratio between child and parent concepts of the function \(\sigma(x)\) in table 7. The function \(\sigma(x)\) is called Sánchez-BatetIsern estimator, because \(\sigma(x)\) can be interpreted as a taxonomical estimator of the concept probabilities. Precisely, the CondProbRefLeavesSubsumersRatio IC model defines a well-defined probability space from the kernel function of the Sánchez et al. (2011) IC model, and this same strategy could be used in order to reformulate other IC models, or taxonomy-based conditional probability estimators, in the general framework proposed by our family of IC models.

Table 7 shows the definition of the new family of IC models. For the formulas in table 7, Hypo \(\left(c_{i}\right)\) and Leaves ( \(c_{i}\) ) denote respectively the set of subsumed concepts and subsumed leaf concepts for any concept \(c_{i} \in C\), without including the base concept \(c_{i}\). Unlike our previous work, each concept probability denoted by \(p^{*}\left(c_{i}\right)\) is defined as the sum of the probability of the subsumed leaf nodes in equation (4), instead of the value directly obtained from the top-down formula in equation (3). The probability values \(p\left(c_{i}\right)\) of the non-leaf concepts that are obtained from the top-down formula in equa-
\begin{tabular}{|c|c|}
\hline New IC models in this work & Definition \\
\hline CondProbRefHyponym & \[
\begin{aligned}
& I C_{C P R e f H y p o}\left(c_{i}\right)=-\log _{2}\left(p_{\text {Hypo }}^{*}\left(c_{i}\right)\right) \\
& p_{\text {Hypo }}\left(c_{i} \mid c_{j}\right)=\frac{\mid \text { Hypo }\left(c_{i}\right) \mid+1}{\left(\left|H y p o\left(c_{k}\right)\right|+1\right)}
\end{aligned}
\] \\
\hline CondProbRefUniform & \[
\begin{aligned}
& I C_{C P R e f U n i}\left(c_{i}\right)=-\log _{2}\left(p_{U n i f o r m}^{*}\left(c_{i}\right)\right) \\
& p_{\text {Uniform }}\left(c_{i} \mid c_{j}\right)=\frac{1}{\mid \text { children }\left(c_{j}\right) \mid}
\end{aligned}
\] \\
\hline CondProbRefLeaves & \[
\begin{aligned}
& I C_{C P R e f \text { Lea }}\left(c_{i}\right)=-\log _{2}\left(p_{\text {Leaves }}^{*}\left(c_{i}\right)\right) \\
& p_{\text {Leaves }}\left(c_{i} \mid c_{j}\right)=\frac{\mid \text { Leaves }\left(c_{i}\right) \mid+1}{\sum_{\forall c_{k} \mid} c_{j} \in L A\left(c_{k}\right)}\left(\text { Leaves }\left(c_{k}\right) \mid+1\right) \\
& I C_{C P R e f L o g}\left(c_{i}\right)=-\log _{2}\left(p_{\text {Log }}^{*}\left(c_{i}\right)\right)
\end{aligned}
\] \\
\hline CondProbRefLogistic & \[
\begin{aligned}
& p_{\text {Log }}\left(c_{i} \mid c_{j}\right)=\varphi_{l}(x) \circ p_{\text {Hypo }}\left(c_{i} \mid c_{j}\right) \\
& \varphi_{l}(x: k)=\frac{1}{1+e^{-k\left(x-\frac{1}{2}\right)}}, k^{*}=8 \\
& I C_{C P R e f C o s}\left(c_{i}\right)=-\log _{2}\left(p_{C o s}^{*}\left(c_{i}\right)\right)
\end{aligned}
\] \\
\hline CondProbRefCosine & \[
\begin{aligned}
& p_{\text {Cos }}\left(c_{i} \mid c_{j}\right)=\varphi_{c}(x) \circ p_{\text {Hypo }}\left(c_{i} \mid c_{j}\right) \\
& \varphi_{c}(x)=1-\cos \left(\frac{\pi}{2} x\right) \\
& I C_{C P R e f C o r p u s}\left(c_{i}\right)=-\log _{2}\left(p^{*}\left(c_{i}\right)\right)
\end{aligned}
\] \\
\hline CondProbRefCorpus & \(p_{\text {corpus }}\left(c_{i} \mid c_{j}\right)=\frac{\max \left\{1, f\left(c_{i}\right)\right\}}{\sum_{\forall c_{k} \mid c_{j} \in L A\left(c_{k}\right)} \max \left\{1, f\left(c_{k}\right)\right\}}\) \(I C_{C P R e f L o g L e a v e s}\left(c_{i}\right)=-\log _{2}\left(p_{\text {LogLeaves }}^{*}\left(c_{i}\right)\right)\) \\
\hline CondProbRefLogisticLeaves & \[
\begin{aligned}
& \quad p_{\text {LogLeaves }}\left(c_{i} \mid c_{j}\right)=\varphi_{l}(x) \circ p_{\text {Leaves }}\left(c_{i} \mid c_{j}\right) \\
& \varphi_{l}(x: k)=\frac{1}{1+e^{-k\left(x-\frac{1}{2}\right)}}, \quad k^{*}=8 \\
& I C_{C P R e f C o s}\left(c_{i}\right)=-\log _{2}\left(p_{\text {CosLeaves }}^{*}\left(c_{i}\right)\right)
\end{aligned}
\] \\
\hline CondProbRefCosineLeaves & \[
\begin{aligned}
& p_{\text {CosLeaves }}\left(c_{i} \mid c_{j}\right)=\varphi_{c}(x) \circ p_{\text {Leaves }}\left(c_{i} \mid c_{j}\right) \\
& \varphi_{c}(x)=1-\cos \left(\frac{\pi}{2} x\right)
\end{aligned}
\] \\
\hline CondProbRefLeavesSubsumersRatio & \[
\begin{aligned}
& I C_{C P R e f L e a S u b R a t}\left(c_{i}\right)=-\log _{2}\left(p_{\text {LeaSubRat }}^{*}\left(c_{i}\right)\right) \\
& p_{\text {LeaSubRat }}\left(c_{i} \mid c_{j}\right)=\frac{\frac{\sigma\left(c_{i}\right)}{\sigma\left(c_{j}\right)}}{\sum{ }^{*} \frac{\sigma\left(c_{i}\right)}{}} \\
& \sigma(c)=\frac{\mid \text { Leaves }(c) \mid}{\mid \text { subsumers }(c) \mid}+1
\end{aligned}
\] \\
\hline
\end{tabular}

Table 7: New set of IC models proposed into the family of well-founded IC models. Unlike our previous work, each concept probability denoted by \(p^{*}\left(c_{i}\right)\) is defined as the sum of the probability of the subsumed leaf nodes, instead of the value directly obtained from the recursive formula in equation (3). The new IC models are computed using the new algorithm detailed in Table 5. Hypo \(\left(c_{i}\right)\) and Leaves \(\left(c_{i}\right)\) denote respectively the set of subsumed concepts and leaf concepts for any concept \(c_{i} \in C\), without including the base concept \(c_{i}\).
tion (3) are only temporary values whose aim is to obtain the estimated probability value of each leaf concept. The new IC models are computed using the new algorithm detailed in table 6. The CondProbRefLogistic, CondProbRefCosine, CondProbLogisticLeaves and CondProbRefCosineLeaves IC models do not satisfy the edge-based axiom defined by equation (1) in definition 1 because of they integrate a non-linear monotone transformation in their definition that prevents it, thus, the weights of the taxonomy used with the cosw \(J \& C\) similarity measure in table 2 are set to \(\left|I C\left(c_{i}\right)-I C\left(c_{j}\right)\right|\) instead of \(-\log _{2}\left(p\left(c_{i} \mid c_{j}\right)\right)\).

\section*{5 Evaluation}

The goals of the experiments described in this section are as follows: (1) the experimental evaluation of the proposed IC models and their comparison with the state-of-the-art methods; (2) a new experimental study onto the state of the art in ontology-based similarity measures; (3) a detailed statistical significance analysis of the similarity measures and IC models; (4) the replica-
tion of previously reported methods and results; (5) a new comparison between intrinsic and corpus-based IC models; (6) a study into the impact of the IC models on the IC-based similarity measures; (7) a comparison of the computational cost of the ontology-based similarity measures; (8) a new confirmation of the findings in our previous aforementioned works on the refuted outperformance of the intrinsic IC models over the corpus-based ones; and (9) a new confirmation of the achievements of the family of intrinsic IC models and IC-based similarity measures.

\subsection*{5.1 Methods evaluated herein}

In order to compare the new family of IC models in table 7 with the state-of-the-art IC models, as well as providing a conclusive image of the state of the art of the problem, we implemented and evaluated all the IC models in tables 4,5 and 7 , as well as all the IC-based similarity measures in table 2 and the remaining ontology-based similarity measures shown in table 1 . One IC model introduced by Blanchard et al. (2008) is evaluated herein for the first time. To the best of our knowledge, we
evaluate herein all WordNet-based intrinsic IC models reported in the literature, with the only exception of the IC model very recently introduced by Ben Aouicha et al. (2016b). Therefore, the experiments reported herein are the largest experimental survey of intrinsic IC models and ontology-based similarity measures reported up to date, which are based on a same code implementation.

For all the similarity measures and IC models, the depth is defined as the length of the shortest ascending path from each concept to the root. For the Zhou et al. IC model, the authors define the depth starting at 1 for the root concept. All methods have been implemented in a Java software library called HESML, which has been developed by the authors in order to replicate all methods evaluated herein. HESML was also used in our two aforementioned works on IC-based similarity measures and IC models, and it is going to be introduced and released in another forthcoming paper, Lastra-Díaz and García-Serrano (2016), together with a set of reproducible experiments and a replication dataset called WNSimRep v1.

In order to compare the intrinsic and corpus-based IC models, we use as baseline a corpus-based Resnik IC model based on the Wordnet-based frequency file called "ic-treebank-add1.dat" included in Pedersen (2008b), which was also used as a baseline in Lastra-Díaz and García-Serrano (2015a), having been the best performing corpus-based IC model in Lastra-Díaz and GarcíaSerrano (2015b).

\subsection*{5.2 Experimental setup}

We follow the same experimental setup defined by Lastra-Díaz and García-Serrano (2015a), including the same preprocessing steps, evaluation metrics, baselines, management of polysemic words and reporting of the results. In addition, we include for the first time a detailed pairwise statistical significance analysis between each pair of IC models and IC-based measures. We use the noun database of Wordnet 3.0, Miller (1995), and the five most significant word similarity benchmarks shown in table 8. For each word pair, we select the highest similarity value between the pairwise comparison of the sets of concepts evoked by each word.

Some preprocessing was necessary for the Agirre203 and SimLex-999 datasets to carry out the experiments. For the Agirre203 dataset, it was necessary to remove two word pairs containing verbs not present in the noun database of Wordnet 3.0, such as the pairs (drink, eat) and (stock,live). In addition, it was also necessary to change the term "media" for "medium", and "children" for "child", because these terms do not appear directly in noun database. For this reason, we only used 201 nouns instead of 203 , thus, this subset is called hereafter Agirre201. In the case of SimLex-999, it contains 666 nouns, but the word "august" is not included as synset in WordNet 3.0, thus, we only used 665 nouns from the SimLex-999 dataset, and this subset is called hereafter SimLex665. Finally, the MC30 dataset introduced by Miller and Charles (1991) is made up by 30 noun pairs; however, two word pairs are commonly
\begin{tabular}{llcl} 
Reference & Acronym & \#wp & Description \\
\hline \begin{tabular}{l} 
Rubenstein \\
and Good- \\
enough
\end{tabular} & RG65 & 65 & \begin{tabular}{l}
65 noun pairs ranging a \\
similarity between 0 and \\
(1965)
\end{tabular} \\
\begin{tabular}{l} 
Miller and \\
Charles
\end{tabular} & MC28 & 28 & Subset of RG65 \\
\begin{tabular}{l} 
(1991)
\end{tabular} & Agirre201 & 201 & \begin{tabular}{l} 
Pure similarity subset of \\
Agirre \\
et
\end{tabular} \\
al. & & & \begin{tabular}{l} 
Finkelstein et al. (2002) \\
with similarity in the \\
range 0 to 10.
\end{tabular} \\
(2009) & Pirró & P\&S full & 65 \\
\begin{tabular}{l} 
Modern replication of \\
(2009)
\end{tabular} & \begin{tabular}{l} 
RG65
\end{tabular} \\
\begin{tabular}{l} 
Hill et al. \\
(2015)
\end{tabular} & SimLex665 & 665 & \begin{tabular}{l} 
Noun subset of SimLex- \\
999 with similarity in the \\
range 0 to 10.
\end{tabular}
\end{tabular}

Table 8: Word similarity benchmarks used in our experiments
ommited because of they were not included in previous versions of WordNet. For this reason, we use the MC28 dataset as defined at (Resnik, 1995, table 3) and (Li et al., 2003, p.875), together with the original human similarity judgements introduced by Rubenstein and Goodenough (1965). The datasets corresponding to the similarity benchmarks shown in table 8 are included in the HESML distribution.

\subsection*{5.3 Evaluation metrics}

As evaluation metrics, we use the Pearson correlation factor, denoted by \(r\) in equation (5), and the Spearman rank correlation factor, denoted by \(\rho\) in equation (6). For a detailed review of the latter metrics, we refer the reader to (Lastra-Díaz and García-Serrano, 2015a, §5.3).
\[
\begin{align*}
r & =\frac{\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)\left(Y_{i}-\bar{Y}\right)}{\sqrt{\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}} \sqrt{\sum_{i=1}^{n}\left(Y_{i}-\bar{Y}\right)^{2}}}  \tag{5}\\
\rho & =1-\frac{6 \sum_{i=1}^{n} d_{i}^{2}}{n\left(n^{2}-1\right)}, \quad d_{i}=\left(x_{i}-y_{i}\right) \tag{6}
\end{align*}
\]

In order to compare the performance of the IC models, we use the average Pearson and Spearman correlation values for each pair (IC model, IC-based similarity measure) on all datasets. The statistical significance of the results is evaluated by using the p -values resulting from the t -student test for the difference mean between the Spearman correlation values reported by each pair of IC models or IC-based similarity measures. The pvalues are computed by using a one-sided \(t\)-student distribution on two paired sample sets. For the p-values between IC models, we use the vectors of the average Spearman correlation values over each IC-based similarity measure (rows in table 11) as a paired sample set, whilst for the similarity measures we use the vectors of Spearman correlation values of each similarity measure over all datasets (rows in table 12). Our null hypothesis,
denoted by \(H_{0}\), is that the difference in the average performance between the compared IC models or IC-based measures is 0 , whilst the alternative hypothesis, denoted by \(H_{1}\), is that their average performance is different. For a \(5 \%\) level of significance, it means that if the p-value is greater than 0.05 , we must accept the null hypothesis, otherwise we can reject \(H_{0}\) with an error probability of less than the p-value.

The Spearman rank correlation metric can represent better the use of the similarity measures in most rankbased selection tasks in NLP and IR, because it "provides an evaluation metric that is independent of these data-dependent transformations ", (Agirre et al., 2009, \(\S 6)\). In addition, most similarity measures are monotone transformations from previous measures. Therefore, a statistical significance analysis based on the Spearman correlation shows the intrinsic differences and similarities between methods in a more conclusive manner than an analysis based on the Pearson correlation. Likewise, in order to compare the IC-based similarity measures, we selected for each measure its best performing IC model according to the average Spearman correlation values shown in table 11.

\subsection*{5.4 Results obtained}

Table 9 below shows the computational cost of each similarity measure on the MC28 dataset. The remaining data tables are included in the appendix next to the bibliography. Tables 10 and 11 show in each cell the average Pearson and Spearman correlation values respectively obtained in the evaluation of each IC model with any IC-based similarity measure on all datasets. Table 12 shows the Pearson and Spearman correlation values obtained by each ontology-based similarity measure on all datasets. In order to make the interpretation of the resulting p-values easier, tables 13 and 14 show a summary of the statistical significance analysis between the IC models and ontology-based similarity measures, whilst the raw p-values are shown in tables 25 and 26 . Each row in tables 13 and 14 shows an ' \(x\) ' whenever the method in the row header obtains a statistically significant higher performance than the method in the column header. Thus, the rows show the methods that are outperformed by each method on the left, whilst the columns show the methods that outperform each method at the top. Finally, tables 15 to 24 in the appendix show all raw data tables for the cross-evaluation of the IC models and IC-based similarity measures on all datasets.

\section*{6 Discussion}

\subsection*{6.1 Comparison of the IC models}

Looking at tables 10 and 11, the following conclusions can be drawn: (1) the Seco et al. (2004) IC model obtains the highest average Pearson and Spearman correlation values on all datasets and IC-based similarity measures, as it is the best performing IC model on average; (2) a large set of IC models made up of the models introduced by Seco et al. (2004), Blanchard et al. (2008),
\begin{tabular}{llll}
\hline Similarity measure & \begin{tabular}{l} 
Overall \\
(msec)
\end{tabular} & \begin{tabular}{l} 
Avg \\
(msec)
\end{tabular} & Ratio \\
\hline Sánchez et al. (2012) & 480 & 17.14 & 0.66 \\
Pirró and Seco (2008) & 696 & 24.86 & 0.96 \\
Pirró and Euzenat (2010) & 703 & 25.11 & 0.97 \\
Garla and Brandt (2012) & 715 & 25.54 & 0.98 \\
Meng and Gu (2012) & 716 & 25.57 & 0.99 \\
Jiang and Conrath (1997) & 722 & 25.79 & 0.99 \\
Resnik (1995) (baseline) & \(\mathbf{7 2 6}\) & \(\mathbf{2 5 . 9 3}\) & \(\mathbf{1 . 0 0}\) \\
Lin (1998) & 728 & 26.00 & 1.00 \\
Lastra-Díaz and García- & 735 & 26.25 & 1.01 \\
Serrano (2015b), cosJ\&C & & & \\
Hadj Taieb et al. (2014b) & 774 & 27.64 & 1.07 \\
Al-Mubaid and Nguyen & 38016 & 1357.71 & 52.36 \\
(2009) & & & \\
Wu and Palmer (1994) & 42514 & 1518.36 & 58.56 \\
Gao et al. (2015) & 44343 & 1583.68 & 61.08 \\
Li et al. (2003), strategy 9 & 45201 & 1614.32 & 62.26 \\
Meng et al. (2014) & 48499 & 1732.11 & 66.80 \\
Zhou et al. (2008b) & 50343 & 1797.96 & 69.34 \\
Pedersen et al. (2007) & 53504 & 1910.86 & 73.70 \\
Leacock and Chodorow & 53921 & 1925.75 & 74.27 \\
(1998) & & & \\
Li et al. (2003), strategy 4 & 54278 & 1938.50 & 74.76 \\
Li et al. (2003), strategy 3 & 54607 & 1950.25 & 75.22 \\
Rada et al. (1989) & 56172 & 2006.14 & 77.37 \\
Lastra-Díaz and García- & 172490 & 6160.36 & 237.59 \\
Serrano (2015b), coswJ\&C & & & \\
\hline
\end{tabular}

Table 9: Overall running time and average time per word pair for each similarity measure in the MC28 dataset with the following PC setup: Windows 8.1 x64, Java 1.8, Intel Core i7-5570 @ \(2.40 \mathrm{GHz}, 8 \mathrm{~Gb}\) RAM. The rows are arranged in ascending order according to the running time reported for each similarity measure. All the similarity measures have been implemented and evaluated within a same software library developed by the authors. The last row shows the running time ratio as regard the baseline defined by the Resnik measure.

Sánchez et al. (2011), Sánchez et al. (2012), Meng et al. (2012), Yuan et al. (2013) and Adhikari et al. (2015) obtain on average a higher Pearson and Spearman correlation values than the corpus-based IC model defined as baseline; (3) the new IC models called CondProbRefHyponyms and CondProbRefCosine obtain on average a higher Pearson and Spearman correlation values respectively than the baseline IC model, and the Zhou et al. (2008a) IC model also obtains on average a higher Spearman correlation value than the baseline IC model; (4) most of our family of well-founded IC models and the Hadj Taieb et al. (2014a) IC model obtain on average a lower Pearson and Spearman correlation values than the baseline IC model; and (5) the Hadj Taieb et al. (2014a) IC model obtains on average the lowest Pearson and Spearman correlation values among all IC models, and its average performance is much lower than the remaining IC models.

Tables 15 to 24 allow the following conclusions to be drawn: (1) the Sánchez et al. (2011) IC model obtains the highest Pearson correlation value with our cosw \(J \& C\)
similarity measure in the RG65 dataset; (2) the Resnik IC model obtains the highest Pearson correlation value with the J\&C similarity measure in the MC28 dataset; (3) our new CondProbRefUniform IC model obtains the highest Pearson correlation value with the FaITH similarity measure in the Agirre201 dataset; (4) the Yuan et al. (2013) IC model obtains the highest Pearson correlation value with the FaITH measure in the \(P \& S_{\text {full }}\) dataset; and (5) the Seco et al. (2004) IC model obtains the highest Pearson correlation value with the Zhou et al. (2008b) similarity measure in the SimLex665 dataset. In addition, an analysis of the raw Spearman correlation values on all datasets allows the following conclusions to be drawn: (6) the Meng et al. (2012) IC model obtains the highest Spearman correlation value with our coswJ\&C measure in the RG65 dataset; (7) the Resnik IC model obtains the highest Spearman correlation value with our coswJ \(\& C\) measure in the MC28 dataset; (8) our new CondProbRefUniform IC model obtains the highest Spearman correlation value with the Lin (1998), FaITH and Meng and Gu (2012) similarity measures in the Agirre201 dataset; (9) the Sánchez et al. (2011) IC model obtains the highest Spearman correlation value with our cosw \(J \& C\) similarity measure in the \(P \& S_{\text {full }}\) dataset; and (10) the Yuan et al. (2013) IC model obtains the highest Spearman correlation value with the Zhou et al. (2008b) similarity measure in the SimLex665 dataset.

\subsection*{6.2 The statistical significance of the IC models}

Table 13 allows the following conclusions to be drawn. First, the Seco et al. (2004) IC model obtains a statistically significant higher average Spearman correlation value than the remaining IC models with the only exception of the Sánchez et al. (2011) IC model. Second, Seco et al. (2004) and Sánchez et al. (2011) are the only IC models that are not outperformed in a statiscally significant manner by another IC model. Third, the Seco et al. (2004), Sánchez et al. (2011) and Yuan et al. (2013) IC models obtain a statistically significant higher average Spearman correlation value than the baseline defined by the corpus-based Resnik IC model, thus, this small set of state-of-the-art intrinsic IC models outperform the best performing corpus-based IC model, confirming the H3 hypothesis positively. Fourth, the Hadj Taieb et al. (2014a) IC model obtains a statistically significant lower average Spearman correlation than all of the IC models. Fifth, most of our intrinsic IC models obtain a statistically significant lower average Spearman correlation than the rest of the IC models, with the exception of the CondProbHyponyms, CondProbCosine, CondProbRefHyponyms, CondProbRefLeaves and CondProbRefCosine IC models. Sixth, the Zhou et al. (2008a), Meng et al. (2012) and Yuan et al. (2013) IC models only obtains a statistically significant lower average Spearman correlation than the Seco et al. (2004) IC model, whilst the Adhikari et al. (2015) IC model is only outperformed by another two IC models. Thus, the Zhou et al. (2008a), Meng et al. (2012), Yuan et al. (2013) and

Adhikari et al. (2015) IC models follow the Seco et al. (2004) and Sánchez et al. (2011) IC models in terms of performance in the average Spearman correlation. However, looking at table 10, we see that the performance measured by the Pearson correlation of the Zhou et al. (2008a) IC model is much lower than the remaining IC models. And seventh, among the twenty-five IC models analyzed, the Resnik IC model defined as baseline obtains a statistically significant higher average Spearman correlation than other ten models, and it is statistically outperformed by only three intrinsic IC models, thus, there is no a statistically significant difference between most instrinsic IC models and the baseline, a fact that confirms the hypothesis H 2 positively.

Finally, the hypothesis H8 behind the refinement and the new IC models introduced in this work is positively confirmed by the data obtained in our experiments. Looking at table 13, we see that the new IC models CondProbRefUniform, CondProbRefLeaves, CondProbRefCosine and CondProbRefCorpus, obtain a statistically significant higher average Spearman correlation than their corresponding non-refined IC models CondProbUniform, CondProbLeaves, CondProbCosine and CondProbCorpus. However, the CondProbRefHyponyms and CondProbRefLogistic IC models are not able to obtain a statistically significant higher performance than their corresponding models CondProbHyponyms and CondProbLogistic.

\subsection*{6.3 Comparison of the similarity measures}

Table 12 shows that our cosw \(J \& C\) similarity measure combined with the Sánchez et al. (2011) IC model obtains the highest Spearman correlation values in all datasets, with the only exception of SimLex665, the highest Pearson correlation values in the RG65 (0.8870) and MC28 ( 0.8710 ) datasets, as well as the highest overall average combined Pearson and Spearman correlation values (0.7708) shown in the last column and the highest overall average Spearman correlation value (0.7579). We point out that the highest Pearson correlation value (0.8809) in the MC28 dataset is obtained by the J\&C similarity measure with the Resnik IC model, as shown in table 17, whilst the Seco et al. (2004) IC model is used for the overall comparison in table 12, because this latter IC model is the best performing IC model for the J\&C measure in terms of the Spearman correlation.

Table 12 also shows that the Zhou et al. (2008b) similarity measure obtains the highest Pearson (0.6237) and Spearman (0.6101) correlation values in the SimLex665 dataset and the highest overall average Pearson correlation value (0.7859). In addition, the Zhou et al. (2008b) measure obtains the second best overall performance. The Hadj Taieb et al. (2014b) similarity measure obtains the highest Pearson correlation value (0.7123) in the Agirre 201 dataset. The FaITH similarity measure introduced by Pirró and Euzenat (2010) obtains the highest Pearson correlation value ( 0.9082 ) in the \(P \& S_{\text {full }}\) dataset when it is combined with the Yuan et al. (2013) model.

Table 12 shows that a small set of similarity measures obtain a higher overall performance than the baseline defined by J\&C measure, as well as the Resnik and Lin similarity measures. This small set of outperforming measures is made up of our \(\cos w J \& C\) and \(\cos J \& C\) similarity measures and the measures introduced by Zhou et al. (2008b), Pirró and Seco (2008), Hadj Taieb et al. (2014b) and Gao et al. (2015). In addition, a large set of ontology-based similarity measures obtain a higher average Pearson correlation value than the baseline defined by the J\&C similarity measure.

The coswJ\&C similarity measure, in combination with the Sánchez et al. (2011) IC model, obtains the best overall performance defined by the average of the Pearson and Spearman correlation values, as shown in last column of table 12 . In addition, the coswJ\&C similarity measure outperforms the remaining measures in the Spearman correlation metric. Looking at table 18, we can see another very meaningful and unexpected fact: the coswJ\&C similarity measure obtains the highest Spearman correlation value in the MC28 dataset with all the IC models, excluding the Hadj Taieb et al. (2014a) IC model. We attribute the good performance of the \(\operatorname{coswJ\& C}\) similarity measure in the Spearman metric to the novel method for computing the distance between concepts that is defined by our distance \(d i s_{w J \& C}\) introduced in Lastra-Díaz (2014) and LastraDíaz and García-Serrano (2015b), which defines an ICbased weighted graph as a generalization of the classic Jiang-Conrath distance. On the other hand, this \(d i s_{w J \& C}\) measure requires the computation of the length of the shortest path on a non-uniform and real-valued weighted graph using the Dijkstra algorithm, whose computation time is longer than for the case in which only the edge count is required, as happens for the rest of the hybrid IC-based similarity measures shown in table 2. For this reason, the \(\cos w J \& C\) measure reports the highest computational cost in table 9, which is roughly three times greater than most hybrid IC-based similarity measures.

The data in table 9 allows the hypothesis H5 and the following conclusion introduced in Lastra-Díaz and García-Serrano (2015b) to be confirmed: despite the \(\operatorname{coswJ\& C}\) and Zhou et al. (2008b) similarity measures outperforming the remaining similarity measures on average, the computational cost and the performance of these measures, as well as the remaining hybrid IC-based similarity measures, prevent their use in practical applications. Thus, a practical option is to use our \(\cos J \& C\) similarity measure, which obtains the third best overall performance, despite there being no statistical significant difference between it and the measures introduced by Pirró and Seco (2008) and Hadj Taieb et al. (2014b). Indeed, the general conclusion that we advance here is that the performance margin between the state-of-theart ontology-based similarity measures is very narrow.

An interesting point is that the three similarity measures on top of table 12 are derived from the JiangConrath distance. The coswJ\&C similarity measure is a generalization of the Jiang-Conrath measure based on an IC-based weighted graph, whilst the Zhou et al.
(2008b) similarity measure is a linear combination of it with the Leacock and Chodorow (1998) similarity measure. On the other hand, the \(\cos J \& C\) similarity measures is a monotone transformation of the Jiang-Conrath distance. Thus, the measurement strategy introduced by Jiang and Conrath (1997) leads the state of the art of the problem.

\subsection*{6.4 The statistical significance of the similarity measures}

Table 14 allows the following conclusions to be drawn: (1), our \(\operatorname{coswJ\& C~similarity~measure~and~the~measure~}\) introduced by Zhou et al. (2008b) obtain a statistically significant higher average Spearman correlation value than the baseline defined by the J\&C measure, and they are the only measures that outperform the baseline; (2) our coswJ\&C similarity measure, and the measures introduced by Zhou et al. (2008b) and Meng et al. (2014), are the only measures that are not outperformed by other measures in a statistically significant manner; (3) the Zhou et al. (2008b) similarity measure obtains a statistically significant higher average Spearman correlation value than all of the measures, with the only exception of the coswJ\&C and Meng et al. (2014) similarity measures; (4) the Wu and Palmer (1994) similarity measure obtains a statistically significant lower average Spearman correlation value than all of the remaining measures; (5) our coswJ\&C similarity measure and the measure introduced by Zhou et al. (2008b) obtain a statistically significant higher average Spearman correlation value than all of the classic IC-based measures, whilst our \(\cos J \& C\) measure and the Garla and Brandt (2012) measure statistically outperform the Resnik and Lin similarity measures; and finally, (6) the Rada et al. (1989) similarity measure and all measures derived from it, such as the measures introduced by Leacock and Chodorow (1998) and Pedersen et al. (2007), together with the Al-Mubaid and Nguyen (2009) measure, are only outperformed in a statistically significant manner by our \(\operatorname{coswJ\& C~similarity~measure,~and~the~measures~intro-~}\) duced by Zhou et al. (2008b) and Meng et al. (2014).

In summary, conclusions (1) and (2) above prove hypothesis H1 on the outperformance of the path-based similarity measures by a group of state-of-the-art ICbased similarity measures. Conclusion (5) above proves the hypothesis H 4 on the outperformance of the classic IC-based similarity measures by a small set of state-of-the-art methods. On the other hand, the conclusion (6) above is very significant because it proves for the first time that only this small set of state-of-the-art IC-based similarity measures have been able to obtain a statistically significant higher average Spearman correlation value than the family of path-based similarity measures. If we reproduce the statistical significance analysis in table 14 using the average Pearson correlation as sample set, we could see that most IC-based similarity measures obtain a statistically significant higher average Pearson correlation than the path-based measures, a fact that endorses the common belief that the path-based similarity measures have been definitively outperformed by the
family of IC-based similarity measures. However, the results shown in table 14 reopen the debate. We argue that the lack of a statistically significant difference between the Garla and Brandt (2012) and Pedersen et al. (2007) similarity measures, and thus any other measure derived from Rada et al. (1989), is mainly responsible for the lack of a statistically significant difference in performance reported by Alonso and Contreras (2016) for the use of the two aforementioned measures in a biomedical IR task. The latter facts endorse our idea that research into the area should focus on the improvement in the performance based on the Spearman rank correlation, because this latter metric could predict the expected performance in applications based on similarity measures better.

We note other significant fact. Our coswJ\&C similarity measure, and the measures introduced by Zhou et al. (2008b) and Meng et al. (2014), are all hybrid ICbased similarity measures that integrate an IC model with any path-based feature. Among the latter aforementioned measures, the cosw \(J \& C\) similarity measure is the only one that defines a real IC-based weighted graph, whilst the other two measures integrate a pure edgecounting measure in their formulas. Our experimental results and the significance analysis show that the ICbased weighted distance on a taxonomy, as proposed by the coswJ\&C similarity measure, is currently the best approach for maximizing the Spearman rank correlation value, thus, this type of taxonomical feature should be explored in future developments into ontology-based similarity measures, despite its high computational cost.

\subsection*{6.5 Impact of the IC models on the similarity measures}

The last four rows in tables 10 and 11 show a set of statistics considering the Pearson and Spearman correlation values reported by each similarity measure (column) as a random variable evaluated on all IC models. These statistics allow the following conclusions to be drawn: (1) most IC-based similarity measures exhibit a moderate standard deviation in the Pearson and Spearman correlation values as regard the set of IC models; (2) most IC-based similarity measures in table 11 exhibit a peak ratio greater than 1.0 times their standard deviation, a fact that supports our H6 hypothesis which states that most IC-based similarity measures perform better with a specific IC model; and (3) the standard deviation of the Spearman correlation of the IC-based similarity measures as regards the IC models is statistically significant lower than the standard deviation of the Pearson correlation, a fact that is supported by a p-value of 0.0073 between both random sets. This latter fact means that the performance of the IC-based similarity measures as a function of the IC models is more stable in terms of the Spearman rank correlation than the Pearson metric.

We conclude that every similarity measure should be used with its best performing IC model in any practical application. However, there is no strong evidence confirming that the outperformance of a similarity measure in any word similarity benchmark can be extrapolated to
other applications (see our discussion in section 3). Our most significant conclusion as regards the IC models is as follows: the two best performing and preferred IC models by most IC-based similarity measures, and thus, the most practical IC models, are those introduced by Sánchez et al. (2011) and Seco et al. (2004).

\subsection*{6.6 New state-of-the-art results}

The new state-of-the-art in intrinsic IC models and intrinsic IC-based similarity measures is set by the Sánchez et al. (2011) IC model in combination with our coswJ\&C similarity measure, and the Seco et al. (2004) IC model in combination with the Zhou et al. (2008b) similarity measure. Likewise, these two latter intrinsic ICbased similarity measures obtain a statistically significant higher performance than the remaining methods. Thus, the four aforementioned methods are convincing winners among the families of IC models and ontologybased similarity measures. The coswJ\&C similarity measure obtains the highest average Spearman correlation value and the highest overall averaged PearsonSpearman correlation value on all datasets, as well as the highest Spearman correlation value in four of the five datasets evaluated, and the highest Pearson correlation values in the RG65 and MC28 datasets. On the other hand, the Zhou et al. (2008b) similarity measure obtains the highest average Pearson correlation value on all datasets and the highest Spearman correlation value in the SimLex665 dataset.

The set of classic IC-based similarity measures, defined by the Resnik, Lin and Jiang-Conrath measures, have also been definitively outperformed in a statistically significant manner by a small set of IC-based similarity measures developed during the last decade, among which we find the similarity measures introduced by Zhou et al. (2008b) and the coswJ\&C measure introduced by Lastra-Díaz and García-Serrano (2015b). In addition, the J\&C similarity measure and its two monotone transformations, our \(\cos J \& C\) measure and the Garla and Brandt (2012) similarity measure, obtain a statistically significant higher average Spearman correlation than the Resnik and Lin similarity measures, and the \(\cos J \& C\) obtains a statistically significant average Pearson correlation value than the J\&C similarity measure. However, we also prove that there is no a statistically significant difference between the two aforementioned pairs of outperforming IC-based similarity measures.

According to the results obtained, the two similarity measures with the best overall performance are the two hybrid IC-based similarity measures defined by the coswJ\&C introduced by Lastra-Díaz and GarcíaSerrano (2015b) and the Zhou et al. (2008b) measure. However, their computational cost prevents their practical use in comparison with other measures, such as the \(\cos J \& C\) introduced by Lastra-Díaz and García-Serrano (2015b) and the Hadj Taieb et al. (2014b) measure. There is no statistically significant difference between these two latter measures. The \(\cos J \& C\) measure obtains a higher Spearman correlation on average than the Hadj Taieb et al. (2014b) measure, whilst the Hadj Taieb et al. (2014b) measure obtains a higher Pearson cor-
relation on average than the previous one. Thus, the \(\cos J \& C\) and Hadj Taieb et al. (2014b) measures are, statistically speaking, the best option from the aforementioned set of similarity measures with a practical computational cost.

\subsection*{6.7 Monotone transformations.}

The Spearman rank correlation value is invariant to monotone transformations from any similarity measure, thus, its exhaustive evaluation for all the similarity measures and IC models has confirmed that a lot of similarity measures are monotone transformations of other classic measures, as well as the findings of other unknown cases. For instance, the Spearman correlation metric reported by the FaITH similarity measure introduced by Pirró and Euzenat (2010) reveals that it is a monotone transformation of the Lin measure like the measure introduced by Meng and Gu (2012). Indeed, there are many cases like these. For instance, the similarity measure introduced by Leacock and Chodorow (1998), the sim \(_{\text {Path }}\) measure of Pedersen et al. (2007), and the \(\operatorname{sim}_{L i \_s}\) measure of Li et al. (2003), all which are monotone transformations of the Rada et al. (1989) measure, whilst the simpath_IC measure of Garla and Brandt (2012) and the \(\operatorname{sim}_{\cos J \& C}\) measure introduced by Lastra-Díaz and García-Serrano (2015b) are monotone transformations of the J\&C similarity measure as defined in table 2. We confirmed experimentally that in all of the aforementioned cases, the transformed measures preserve the Spearman correlation values obtained by their respective base measures, differing only in their Pearson correlation values. Table 3 shows a factorization of the latter similarity measures that proves the aforementioned monotonicity relationships.

As a consequence of the aforementioned monotonicity relationships, there is a reduced number of different strategies to estimate the degree of similarity using an ontology-based similarity measure, despite many similarity measures having been proposed in the literature. We argue that the monotonicity relationships between a large set of similarity measures are the main cause behind the lack of a statistically significant difference between most of the similarity measures evaluated herein. Thus, the research community should explore either new measurement methods or new similarity models in order to bring about significant progress in the state of the problem. On the other hand, the results obtained by the measures introduced by Meng and Gu (2012), Garla and Brandt (2012), Pirró and Euzenat (2010) and LastraDíaz and García-Serrano (2015b), prove that a proper scaling and normalization of the similarity measures is a good strategy to improve the Pearson correlation metric slightly. Therefore, the research should focus on the search for a significant improvement in the Spearman correlation metric, which is also closely related to the measurement strategy and similarity model used.

\subsection*{6.8 Computational complexity}

Table 9 compares the running time of each similarity measure in the evaluation of the MC 28 dataset. The
feature-based measure of Sánchez et al. (2012) obtains the lowest running time, making it the fastest among all of the measures. As we expected from an analysis of their definitions, all non hybrid IC-based similarity measures obtain a running time that is almost identical to that reported by the Resnik measure defined as baseline. The small differences are only attributable to the activity of the operating system during the experiments, because these IC-based similarity measures share the same ICbased factors. On the other hand, the hybrid IC-based similarity measures exhibit a running time of between 52 and 237 times greater than the baseline, making our \(\operatorname{cosw} J \& C\) similarity measure the slowest among all of the measures. Thus, the computational complexity of the hybrid IC-based measures is roughly two orders of magnitude greater than the complexity of the remaining IC-based similarity measures. Despite all hybrid ICbased similarity measures using the same implementation of the Dijkstra algorithm in our software library, our coswJ \(\& C\) similarity measure requires the measurement of the length of the shortest path between concepts on a non-uniform and real-valued weighted graph, whilst the rest of the hybrid IC-based similarity measures only require the edge count to be obtained, thus, the Dijsktra algorithm is much faster in this latter case.

\subsection*{6.9 Confirming our hypotheses}

The hypotheses H1, H2, H3, H4, H5, H6 and H8 introduced in section 1.2 have been positively confirmed by the data obtained from our experiments, they having been answered in the discussion above. Finally, hypothesis H7 on the outperformance of the state-of-the-art IC-based similarity measures on the best corpus-based similarity measures in the SimLex666 dataset, is also confirmed by comparing the best Pearson and Spearman correlation values obtained by most IC-based similarity measures in tables 23 and 24, with the results for these metrics reported for the best corpus-based method in the SimLex dataset (Pearson=0.599, Spearman=0.591), as reported in a recent benchmark by Banjade et al. (2015).

\subsection*{6.10 Contradictory results}

We obtained several contradictory results in our experiments, confirming the same findings reported in our aforementioned works, as well as other new ones. For instance, Meng and Gu (2012) and Meng et al. (2014) report Pearson correlation values of 0.8804 and 0.8817 respectively with the Seco et al. (2004) IC model in the RG65 dataset, whlist we obtained 0.8596 and 0.8486 respectively. Gao et al. (2015) report a Pearson correlation value of 0.885 for their similarity measure in the RG65 dataset with an unknown corpus-based IC model, whilst we obtained 0.87098 herein. Adhikari et al. (2015) report the following Pearson correlation values of 0.86 , 0.86 and 0.84 for their IC model in the MC30 dataset with the Resnik, Lin and Jiang-Conrath similarity measure respectively, whilst we obtained \(0.8211,0.8410\) and 0.8331 in the MC28 dataset. These facts confirm the reproducibility problems in the area. Thus, we invite the
research community to reproduce the methods and experiments reported in the literature in order to confirm or refute the results reported herein.

\section*{7 Conclusions and future work}

We have introduced a refinement of our recent family of well-founded Information Content models, eight new intrinsic IC models and one new corpus-based IC model and a very detailed experimental survey on WordNet. We have proven that the proposed refinement improves the performance of our family of well-founded IC models, and six of our new IC models obtain rivaling results as regard the state-of-the-art intrinsic IC models, making the new CondProbRefHyponyms and CondProbRefCosine IC models our best performing IC models.

The Seco et al. (2004) and Sánchez et al. (2011) IC models set the state of the art for the IC models, and the Seco et al. (2004), Sánchez et al. (2011) and Yuan et al. (2013) IC models are the only intrinsic IC models that statistically outperfom the best performing corpus-based IC model used as baseline. However, we prove that there is no statistically significant difference between most intrinsic IC models and the corpus-based Resnik IC model defined as baseline. Therefore, the aforementioned set of intrinsic IC models can be considered as a practical alternative to the corpus-based ones, and they should be selected in accordance with the IC-based similarity measure used. On the other hand, the detailed experiment survey carried-out herein allows a very significant conclusion to be drawn: despite the research effort made during the last decade, the Seco et al. (2004) IC model is still the state of the art on average.

The new state-of-the-art in intrinsic IC models and intrinsic IC-based similarity measures is set by the Sánchez et al. (2011) IC model in combination with our \(\cos w J \& C\) similarity measure, and the Seco et al. (2004) IC model in combination with the Zhou et al. (2008b) similarity measure. The set of classic IC-based similarity measures, defined by the Resnik, Lin and Jiang-Conrath measures, have also been definitively outperformed in a statistically significant manner by a small set of IC-based similarity measures developed during the last decade, among which we find the similarity measures introduced by Zhou et al. (2008b) and the coswJ\&C introduced by Lastra-Díaz and García-Serrano (2015b). In addition, the J\&C similarity measure and its two monotone transformations, our \(\cos J \& C\) measure and the Garla and Brandt (2012) similarity measure, statistically outperform the Resnik and Lin similarity measures, and the \(\cos J \& C\) similarity measure obtains a statistically significant higher average Pearson correlation value than the J\&C similarity measure. However, we also prove that there is no a statistically significant difference between the two aforementioned pairs of outperforming IC-based similarity measures.

Despite our coswJ\&C similarity measure and the Zhou et al. (2008b) measure setting the state of the art of the problem, their computational cost prevent their practical use in comparison with other measures, such as the \(\cos J \& C\) introduced by Lastra-Díaz and García-

Serrano (2015b) and the Hadj Taieb et al. (2014b) measure. There is no a statiscally significant difference between the two latter aforementioned measures. Thus, the \(\cos J \& C\) and Hadj Taieb et al. (2014b) measures are, statistically speaking, the best option from the aforementioned set of similarity measures with a practical computational cost.

We have proven that the state of the art in ontologybased similarity measures and concept similarity models is led by the family of IC-based measures, more specifically by the measures derived from the Jiang-Conrath similarity measure. In addition, we have made another significant finding. Contrary to the common belief among the research community, only a small set of state-of-the-art hybrid IC-based similarity measures derived from the J\&C measure obtain a statistically significant higher average Spearman correlation value than the family of path-based similarity measures, a fact that explains some unexpected results in applications based on similarity measures reported in the literature, such as that reported by Alonso and Contreras (2016).

Finally, as forthcoming activities, we are going to introduce and releasing HESML in a forthcoming paper Lastra-Díaz and García-Serrano (2016), which is a new scalable Java software library of ontology-based semantic similarity measures and IC models. In addition, HESML will be released with a replication dataset called \(W N\) SimRep v1, as well as a set of reproducible experiments which allow automatically reproducing all the results reported in our two aforementioned works and herein. The aforementioned forthcoming paper is part of a novel innitiative on computational reproducibility recently introduced by Chirigati et al. (2016), whose pioneering work is introduced by Wolke et al. (2016) with the aim of aiding the exact replication of several dynamic resource allocation strategies in cloud data centers evaluated in another companion paper Wolke et al. (2015). Our reproducible experiments are based on ReproZip, which is a virtualization tool introduced by Chirigati et al. (2013b) and Chirigati et al. (2013a), whose aim is to warrant the exact replication of experimental results onto a different system from that originally used into their creation.
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\section*{9 Appendix}

See summary tables \(10,11,12,13\) and 14 . All raw data resulting from the evaluation is shown in tables 15 to 26 next the bibliography.
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\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline Average - r & \multicolumn{4}{|l|}{Classic IC-based measures} & \multicolumn{4}{|l|}{Monotone trans. from classic measures} & \multicolumn{5}{|l|}{hybrid IC-based measures (shortest path length)} & \multirow[t]{2}{*}{Avg} \\
\hline IC models & Resnik & Lin & \(J \& C\) & \(P \& S\) & FaITH & \(\mathrm{Meng}_{12}\) & Garla & \(\cos J \& C\) & \(L i_{s 9}\) & Zhou & Meng \({ }_{14}\) & Gao & coswJ\&C & \\
\hline Seco et al. (2004) & 0.7385 & 0.7731 & 0.7705 & 0.7784 & 0.7743 & 0.7758 & 0.7762 & 0.7790 & 0.7486 & \(\underline{0.7859}\) & 0.7373 & 0.7241 & 0.7727 & 0.7642 \\
\hline Adhikari et al. (2015) & 0.7373 & 0.7714 & 0.7645 & 0.7717 & 0.7794 & 0.7792 & 0.7818 & 0.7762 & 0.7528 & 0.7744 & 0.7219 & 0.7241 & 0.7784 & 0.7626 \\
\hline Meng et al. (2012) & 0.7367 & 0.7704 & 0.7632 & 0.7708 & 0.7794 & 0.7790 & 0.7821 & 0.7758 & 0.7539 & 0.7732 & 0.7185 & 0.7241 & 0.7784 & 0.7620 \\
\hline Yuan et al. (2013) & 0.7372 & 0.7744 & 0.7613 & 0.7745 & 0.7826 & 0.7830 & 0.7788 & 0.7736 & 0.7511 & 0.7738 & 0.7187 & 0.7241 & 0.7695 & 0.7617 \\
\hline Sánchez et al. (2011) & 0.7459 & 0.7612 & 0.7681 & 0.7174 & 0.7780 & 0.7752 & 0.6842 & 0.7811 & 0.7674 & 0.7702 & 0.7058 & 0.7733 & 0.7836 & 0.7547 \\
\hline Sánchez and Batet (2012) & 0.7424 & 0.7727 & 0.7668 & 0.7408 & 0.7735 & 0.7753 & 0.6223 & 0.7752 & 0.7725 & 0.7694 & 0.7355 & 0.7756 & 0.7711 & 0.7533 \\
\hline Blanchard et al. (2008) & 0.7371 & 0.7708 & 0.7660 & 0.7392 & 0.7708 & 0.7727 & 0.6232 & 0.7752 & 0.7737 & 0.7690 & 0.7372 & 0.7760 & 0.7709 & 0.7525 \\
\hline CPRefHyponyms & 0.7325 & 0.7682 & 0.7651 & 0.7357 & 0.7686 & 0.7704 & 0.6247 & 0.7738 & 0.7748 & 0.7681 & 0.7374 & 0.7762 & 0.7727 & 0.7514 \\
\hline Resnik (1995) & 0.7416 & 0.7690 & 0.7632 & 0.7404 & 0.7736 & 0.7742 & 0.6195 & 0.7718 & 0.7714 & 0.7660 & 0.7290 & 0.7768 & 0.7717 & 0.7514 \\
\hline CPRefCosine & 0.7297 & 0.7689 & 0.7655 & 0.7363 & 0.7683 & 0.7704 & 0.6292 & 0.7729 & 0.7736 & 0.7689 & 0.7365 & 0.7757 & 0.7659 & 0.7509 \\
\hline CPRefLeaves & 0.7319 & 0.7678 & 0.7633 & 0.7338 & 0.7689 & 0.7705 & 0.6244 & 0.7726 & 0.7750 & 0.7662 & 0.7369 & 0.7762 & 0.7719 & 0.7507 \\
\hline CPHyponyms & 0.7330 & 0.7673 & 0.7659 & 0.7332 & 0.7688 & 0.7705 & 0.6236 & 0.7739 & 0.7717 & 0.7686 & 0.7300 & 0.7742 & 0.7727 & 0.7502 \\
\hline CPRefCosineLeaves & 0.7301 & 0.7683 & 0.7626 & 0.7331 & 0.7689 & 0.7706 & 0.6279 & 0.7710 & 0.7738 & 0.7659 & 0.7359 & 0.7759 & 0.7654 & 0.7499 \\
\hline Zhou et al. (2008a) & 0.7236 & 0.7418 & 0.7411 & 0.7497 & 0.7734 & 0.7676 & 0.7792 & 0.7645 & 0.7669 & 0.7694 & 0.6753 & 0.7241 & 0.7677 & 0.7496 \\
\hline CPRefLeaSubRatio & 0.7352 & 0.7693 & 0.7617 & 0.7322 & 0.7708 & 0.7723 & 0.6120 & 0.7691 & 0.7747 & 0.7636 & 0.7363 & 0.7764 & 0.7708 & 0.7496 \\
\hline CPRefCorpus & 0.7364 & 0.7646 & 0.7561 & 0.7324 & 0.7678 & 0.7686 & 0.6376 & 0.7645 & 0.7749 & 0.7597 & 0.7328 & 0.7782 & 0.7704 & 0.7495 \\
\hline CPCosine & 0.7340 & 0.7687 & 0.7676 & 0.7344 & 0.7694 & 0.7712 & 0.5819 & 0.7750 & 0.7660 & 0.7692 & 0.7335 & 0.7698 & 0.7708 & 0.7470 \\
\hline CPLeaves & 0.7326 & 0.7670 & 0.7641 & 0.7314 & 0.7691 & 0.7705 & 0.5457 & 0.7726 & 0.7718 & 0.7667 & 0.7297 & 0.7743 & 0.7719 & 0.7436 \\
\hline CPRefLogistic & 0.7148 & 0.7550 & 0.7530 & 0.7221 & 0.7670 & 0.7659 & 0.6278 & 0.7657 & 0.7720 & 0.7561 & 0.7324 & 0.7656 & 0.7646 & 0.7432 \\
\hline CPRefLogisticLeaves & 0.7152 & 0.7548 & 0.7529 & 0.7217 & 0.7677 & 0.7664 & 0.6273 & 0.7657 & 0.7716 & 0.7560 & 0.7313 & 0.7652 & 0.7649 & 0.7431 \\
\hline CPCorpus & 0.7353 & 0.7630 & 0.7553 & 0.7288 & 0.7675 & 0.7681 & 0.5600 & 0.7641 & 0.7715 & 0.7589 & 0.7247 & 0.7766 & 0.7704 & 0.7419 \\
\hline CPLogistic & 0.7142 & 0.7659 & 0.7296 & 0.7125 & 0.7714 & 0.7727 & 0.5985 & 0.7477 & 0.7699 & 0.7335 & 0.7181 & 0.7716 & 0.7573 & 0.7356 \\
\hline CPRefUniform & 0.6610 & 0.7633 & 0.6704 & 0.6671 & 0.7742 & 0.7737 & 0.5982 & 0.6876 & 0.7635 & 0.6745 & 0.7067 & 0.7677 & 0.7334 & 0.7109 \\
\hline CPUniform & 0.6135 & 0.7031 & 0.6376 & 0.6037 & 0.7362 & 0.7297 & 0.5877 & 0.6557 & 0.7632 & 0.6422 & 0.6538 & 0.7624 & 0.7334 & 0.6786 \\
\hline Hadj Taieb et al. (2014a) & 0.4233 & 0.6765 & 0.3267 & 0.4196 & 0.6882 & 0.6857 & 0.4890 & 0.3278 & 0.7481 & 0.3311 & 0.6616 & 0.7549 & 0.3278 & 0.5277 \\
\hline Best column value & 0.7459 & 0.7744 & 0.7705 & 0.7784 & 0.7826 & 0.7830 & 0.7821 & 0.7811 & 0.7750 & 0.7859 & 0.7374 & 0.7782 & 0.7836 & 0.7642 \\
\hline Average per column* & 0.7246 & 0.7633 & 0.7515 & 0.7309 & 0.7704 & 0.7706 & 0.6481 & 0.7627 & 0.7678 & 0.7571 & 0.7231 & 0.7628 & 0.7675 & \\
\hline Std. deviation* & 0.0290 & 0.0147 & 0.0317 & 0.0355 & 0.0085 & 0.0096 & 0.0740 & 0.0292 & 0.0082 & 0.0322 & 0.0205 & 0.0207 & 0.0117 & \\
\hline Peak ratio* & 0.7348 & 0.7538 & 0.6004 & 1.3370 & 1.4430 & 1.2956 & 1.8116 & 0.6297 & 0.8847 & 0.8956 & 0.6938 & 0.7420 & 1.3759 & \\
\hline
\end{tabular}
Table 10: Average on all datasets of the Pearson (r) correlation values for each pair (IC model, IC measure). The IC models in bold are the new methods introduced in this work. The bold values represent the best score within each column, whilst the bold underlined value is the best overall score on all datasets for any combination of by the corpus-based del can be considered as an outhier, thus we excluded it from the computation of these statistics. The peak ratio (pr) for a random variable X is defined by the equation \(p r(X)=\frac{\mid m(X)}{\sigma(X)}, \sigma(X)\) being the standard deviation of X.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline Average - \(\rho\) & \multicolumn{4}{|l|}{Classic IC-based measures} & \multicolumn{4}{|l|}{Monotone trans. from classic measures} & \multicolumn{5}{|l|}{hybrid IC-based measures (shortest path length)} & \multirow[t]{2}{*}{Avg} \\
\hline IC models & Resnik & Lin & \(J \& C\) & \(P \& S\) & FaITH & Meng 12 & Garla & \(\operatorname{cosJ} \& C\) & \(L i_{s 9}\) & Zhou & Meng 14 & Gao & \(\operatorname{coswJ\& C}\) & \\
\hline Seco et al. (2004) & 0.6987 & 0.7323 & 0.7375 & 0.7423 & 0.7323 & 0.7323 & 0.7375 & 0.7375 & 0.7231 & 0.7515 & 0.7423 & 0.7294 & 0.7416 & 0.7337 \\
\hline Yuan et al. (2013) & 0.6997 & 0.7284 & 0.7363 & 0.7402 & 0.7284 & 0.7284 & 0.7363 & 0.7363 & 0.7242 & 0.7430 & 0.7407 & 0.7294 & 0.7395 & 0.7316 \\
\hline Zhou et al. (2008a) & 0.6974 & 0.7250 & 0.7353 & 0.7267 & 0.7250 & 0.7250 & 0.7353 & 0.7353 & 0.7247 & 0.7459 & 0.7393 & 0.7294 & 0.7488 & 0.7302 \\
\hline Meng et al. (2012) & 0.6961 & 0.7204 & 0.7387 & 0.7317 & 0.7204 & 0.7204 & 0.7387 & 0.7387 & 0.7194 & 0.7417 & 0.7366 & 0.7294 & 0.7541 & 0.7297 \\
\hline Adhikari et al. (2015) & 0.6960 & 0.7206 & 0.7362 & 0.7292 & 0.7206 & 0.7206 & 0.7362 & 0.7362 & 0.7196 & 0.7417 & 0.7359 & 0.7294 & 0.7521 & 0.7288 \\
\hline Sánchez et al. (2011) & 0.7008 & 0.7266 & 0.7402 & 0.6804 & 0.7266 & 0.7266 & 0.7402 & 0.7402 & 0.7128 & 0.7411 & 0.7411 & 0.7317 & \(\underline{0.7579}\) & 0.7282 \\
\hline CPRefCosine & 0.6963 & 0.7250 & 0.7297 & 0.7131 & 0.7250 & 0.7250 & 0.7297 & 0.7297 & 0.7238 & 0.7344 & 0.7419 & 0.7285 & 0.7394 & 0.7263 \\
\hline Sánchez and Batet (2012) & 0.6957 & 0.7264 & 0.7281 & 0.7148 & 0.7264 & 0.7264 & 0.7281 & 0.7281 & 0.7196 & 0.7312 & 0.7386 & 0.7274 & 0.7367 & 0.7252 \\
\hline Blanchard et al. (2008) & 0.6973 & 0.7242 & 0.7274 & 0.7131 & 0.7242 & 0.7242 & 0.7274 & 0.7274 & 0.7182 & 0.7340 & 0.7387 & 0.7278 & 0.7365 & 0.7247 \\
\hline Resnik (1995) & 0.7005 & 0.7219 & 0.7303 & 0.7008 & 0.7219 & 0.7219 & 0.7303 & 0.7303 & 0.7167 & 0.7322 & 0.7437 & 0.7357 & 0.7344 & 0.7247 \\
\hline CPRefHyponyms & 0.7007 & 0.7222 & 0.7255 & 0.7112 & 0.7222 & 0.7222 & 0.7255 & 0.7255 & 0.7211 & 0.7285 & 0.7399 & 0.7323 & 0.7403 & 0.7244 \\
\hline CPCosine & 0.6923 & 0.7229 & 0.7300 & 0.7124 & 0.7229 & 0.7229 & 0.7283 & 0.7300 & 0.7132 & 0.7345 & 0.7370 & 0.7313 & 0.7384 & 0.7243 \\
\hline CPRefLeaves & 0.6990 & 0.7242 & 0.7247 & 0.7104 & 0.7242 & 0.7242 & 0.7247 & 0.7247 & 0.7200 & 0.7325 & 0.7394 & 0.7269 & 0.7411 & 0.7243 \\
\hline CPHyponyms & 0.6897 & 0.7202 & 0.7350 & 0.7128 & 0.7202 & 0.7202 & 0.7333 & 0.7350 & 0.7140 & 0.7385 & 0.7346 & 0.7212 & 0.7403 & 0.7242 \\
\hline CPRefCosineLeaves & 0.6960 & 0.7210 & 0.7261 & 0.7114 & 0.7210 & 0.7210 & 0.7261 & 0.7261 & 0.7235 & 0.7320 & 0.7400 & 0.7311 & 0.7375 & 0.7241 \\
\hline CPLeaves & 0.6882 & 0.7198 & 0.7262 & 0.7080 & 0.7198 & 0.7198 & 0.7245 & 0.7262 & 0.7159 & 0.7313 & 0.7341 & 0.7243 & 0.7411 & 0.7215 \\
\hline CPRefLeaSubRatio & 0.7030 & 0.7209 & 0.7169 & 0.7028 & 0.7209 & 0.7209 & 0.7169 & 0.7169 & 0.7200 & 0.7213 & 0.7323 & 0.7306 & 0.7342 & 0.7198 \\
\hline CPLogistic & 0.6938 & 0.7178 & 0.7189 & 0.6888 & 0.7178 & 0.7178 & 0.7190 & 0.7189 & 0.7173 & 0.7190 & 0.7328 & 0.7242 & 0.7189 & 0.7158 \\
\hline CPRefCorpus & 0.6940 & 0.7144 & 0.7105 & 0.6923 & 0.7144 & 0.7144 & 0.7105 & 0.7105 & 0.7224 & 0.7160 & 0.7386 & 0.7356 & 0.7262 & 0.7154 \\
\hline CPCorpus & 0.6893 & 0.7076 & 0.7134 & 0.6858 & 0.7076 & 0.7076 & 0.7111 & 0.7134 & 0.7166 & 0.7181 & 0.7385 & 0.7348 & 0.7262 & 0.7131 \\
\hline CPRefLogisticLeaves & 0.6711 & 0.6940 & 0.7150 & 0.6740 & 0.6940 & 0.6940 & 0.7150 & 0.7150 & 0.7162 & 0.7198 & 0.7228 & 0.7078 & 0.7353 & 0.7057 \\
\hline CPRefLogistic & 0.6714 & 0.6936 & 0.7107 & 0.6713 & 0.6936 & 0.6936 & 0.7107 & 0.7107 & 0.7153 & 0.7193 & 0.7232 & 0.7090 & 0.7318 & 0.7042 \\
\hline CPRefUniform & 0.6604 & 0.7103 & 0.6806 & 0.6481 & 0.7103 & 0.7103 & 0.6806 & 0.6806 & 0.7133 & 0.6846 & 0.7299 & 0.7186 & 0.7324 & 0.6969 \\
\hline CPUniform & 0.6166 & 0.6987 & 0.6818 & 0.6063 & 0.6987 & 0.6987 & 0.6844 & 0.6817 & 0.7152 & 0.6845 & 0.7135 & 0.7170 & 0.7324 & 0.6869 \\
\hline Hadj Taieb et al. (2014a) & 0.5364 & 0.6570 & 0.4627 & 0.5164 & 0.6570 & 0.6570 & 0.4627 & 0.4627 & 0.7030 & 0.4685 & 0.6964 & 0.7136 & 0.4627 & 0.5735 \\
\hline Best column value & 0.7030 & 0.7323 & 0.7402 & 0.7423 & 0.7323 & 0.7323 & 0.7402 & 0.7402 & 0.7247 & 0.7515 & 0.7437 & 0.7357 & 0.7579 & 0.7337 \\
\hline Average per column* & 0.6893 & 0.7183 & 0.7231 & 0.7012 & 0.7183 & 0.7183 & 0.7229 & 0.7231 & 0.7186 & 0.7282 & 0.7356 & 0.7268 & 0.7382 & \\
\hline Std. deviation* & 0.0193 & 0.0101 & 0.0158 & 0.0289 & 0.0101 & 0.0101 & 0.0154 & 0.0158 & 0.0036 & 0.0160 & 0.0072 & 0.0077 & 0.0092 & \\
\hline Peak ratio* & 0.7066 & 1.3971 & 1.0843 & 1.4244 & 1.3967 & 1.3971 & 1.1229 & 1.0841 & 1.7198 & 1.4520 & 1.1188 & 1.1668 & 2.1322 & \\
\hline
\end{tabular}
Table 11: Average on all datasets of the Spearman \((\rho)\) correlation values for each pair (IC model, IC measure). The IC models in bold are the new methods introduced in this work. The bold values represent the best score within each column, whilst the bold underlined value is the best overall score on all datasets for any combination of by the corpus-based we excluded it from the computation of these statistics. The peak ratio (pr) for a random variable X is defined by the equation \(p r(X)=\frac{\mid m a x(X)}{\sigma(X)}, \sigma(X)\) being the standard deviation of X.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Sim. measures} & \multirow[t]{2}{*}{IC model} & \multicolumn{5}{|l|}{Pearson (r)} & \multicolumn{5}{|l|}{Spearman ( \(\rho\) )} & \multicolumn{3}{|l|}{Overall average scores} \\
\hline & & RG65 & MC28 & Agirre201 & \(\mathrm{P} \& \mathrm{~S}_{\text {full }}\) & SimLex & RG65 & MC28 & Agirre201 & \(\mathrm{P} \& \mathrm{~S}_{\text {full }}\) & SimLex & r & \(\rho\) & both \\
\hline coswJ\&C (L\&G) & Sánchez (2011) & . 8770 & . 8710 & . 6933 & . 8850 & . 5918 & . 8352 & . 8773 & . 6670 & . 8226 & . 5873 & . 7836 & . 7579 & . 7708 \\
\hline Zhou et al & Seco et al & . 8728 & . 8541 & . 6839 & . 8949 & . 6237 & . 8245 & . 8466 & . 6619 & . 8144 & . 6101 & . 7859 & . 7515 & . 7687 \\
\hline cosJ\&C (L\&G) & Sánchez (2011) & . 8752 & . 8476 & . 6890 & . 8996 & . 5941 & . 8034 & . 8492 & . 6576 & . 8003 & . 5906 & . 7811 & . 7402 & . 7607 \\
\hline Pirró \& Seco & Seco et al & . 8622 & . 8463 & . 6890 & . 8970 & . 5975 & . 8012 & . 8678 & . 6643 & . 7919 & . 5862 & . 7784 & . 7423 & . 7603 \\
\hline Taieb et al & not apply & . 8670 & . 8248 & . 7123 & . 9068 & . 6093 & . 7972 & . 8077 & . 6633 & . 7973 & . 5960 & . 7840 & . 7323 & . 7582 \\
\hline Gao et al & Resnik & . 8709 & . 8336 & . 6731 & . 8909 & . 6152 & . 8153 & . 8082 & . 6469 & . 8089 & . 5994 & . 7768 & . 7357 & . 7563 \\
\hline Jiang \& Conrath & Sánchez (2011) & . 8619 & . 8595 & . 6591 & . 8762 & . 5838 & . 8034 & . 8492 & . 6576 & . 8003 & . 5906 & . 7681 & . 7402 & . 7542 \\
\hline Meng \& Gu & Seco et al & . 8596 & . 8144 & . 6969 & . 9031 & . 6048 & . 7972 & . 8314 & . 6530 & . 7911 & . 5888 & . 7758 & . 7323 & . 7540 \\
\hline P\&S FaITH & Seco et al & . 8565 & . 8094 & . 6966 & . 9042 & . 6046 & . 7972 & . 8314 & . 6530 & . 7911 & . 5888 & . 7743 & . 7323 & . 7533 \\
\hline Lin & Seco et al & . 8609 & . 8240 & . 6850 & . 8945 & . 6010 & . 7972 & . 8314 & . 6530 & . 7911 & . 5888 & . 7731 & . 7323 & . 7527 \\
\hline \(\mathrm{Li}_{s 3}\) et al & not apply & . 8625 & . 8355 & . 6675 & . 8853 & . 6059 & . 8106 & . 8144 & . 6313 & . 7986 & . 5918 & . 7713 & . 7294 & . 7504 \\
\hline \(\mathrm{Li}_{s 9}\) et al & Zhou et al & . 8438 & . 8102 & . 6999 & . 8897 & . 5912 & . 7932 & . 7986 & . 6612 & . 7903 & . 5804 & . 7669 & . 7247 & . 7458 \\
\hline \(\mathrm{Li}_{54}\) et al & not apply & . 8598 & . 8281 & . 6669 & . 8787 & . 6052 & . 7970 & . 7729 & . 6443 & . 7879 & . 5875 & . 7677 & . 7179 & . 7428 \\
\hline Sánchez et al & not apply & . 8477 & . 8062 & . 6751 & . 8703 & . 5940 & . 7843 & . 7908 & . 6505 & . 7895 & . 5785 & . 7587 & . 7187 & . 7387 \\
\hline Meng et al & Resnik & . 8434 & . 8064 & . 6006 & . 8286 & . 5659 & . 8227 & . 8135 & . 6663 & . 8105 & . 6057 & . 7290 & . 7437 & . 7363 \\
\hline Al-Mubaid & not apply & . 8075 & . 7906 & . 6503 & . 8530 & . 5756 & . 8123 & . 8056 & . 6515 & . 8070 & . 5778 & . 7354 & . 7308 & . 7331 \\
\hline Resnik & CPRefLSRat & . 8232 & . 7934 & . 6727 & . 8740 & . 5124 & . 7641 & . 8395 & . 6424 & . 7578 & . 5112 & . 7352 & . 7030 & . 7191 \\
\hline Pedersen et al & not apply & . 7807 & . 7585 & . 6064 & . 8398 & . 5509 & . 8106 & . 8144 & . 6313 & . 7986 & . 5918 & . 7072 & . 7294 & . 7183 \\
\hline Leacock \& Ch. & not apply & . 7939 & . 7538 & . 5950 & . 7777 & . 5740 & . 8106 & . 8144 & . 6313 & . 7986 & . 5918 & . 6989 & . 7294 & . 7141 \\
\hline Garla \& Brandt & Sánchez (2011) & . 7690 & . 7198 & . 5733 & . 8470 & . 5117 & . 8034 & . 8492 & . 6576 & . 8003 & . 5906 & . 6842 & . 7402 & . 7122 \\
\hline Rada et al & not apply & . 7708 & . 7294 & . 5798 & . 7506 & . 5651 & . 8106 & . 8144 & . 6313 & . 7986 & . 5918 & . 6791 & . 7294 & . 7043 \\
\hline Wu \& Palmer & not apply & . 7703 & . 7746 & . 6048 & . 7761 & . 5374 & . 7492 & . 7525 & . 6368 & . 7458 & . 5417 & . 6926 & . 6852 & . 6889 \\
\hline Best column valu & & . 8770 & . 8710 & . 7123 & . 9068 & . 6237 & . 8352 & . 8773 & . 6670 & . 8226 & . 6101 & . 7859 & . 7579 & . 7708 \\
\hline
\end{tabular}
Table 12: Results for each similarity measure on each dataset: Pearson (r) and Spearman ( \(\rho\) ) correlation coefficients, and averaged overall scores. Each IC-based similarity measures is evaluated with its best performing IC model in average, in accordance with the average Spearman correlation values in table 9 . The bold values represent the best score within each column. The rows are arranged in descending order according to the overall average score in last column. The baseline is defined by the Jiang-Conrath similarity measure.

Table 13: Summary of the statistical significance analysis between IC models derived from the pairwise raw p-values shown in table 25 . The p-values are computed using a one-sided t-student distribution for the paired vectors of Spearman correlation values reported by each pair of IC models on each dataset. Each row shows a 'x' whenever the row IC model obtains a statistically significant higher performance than the column IC model. Thus, the rows show the IC models that are outperformed by each IC model on the left, whilst the columns show the IC models that ourperform each IC model on the top. For instance, the Seco et al. (2004) IC model outperforms all IC models with the only exception of the Sánchez et al. (2011) IC model. On the other hand, a first glance to the columns shows that the Seco et al. (2004) and Sánchez et al. (2011) IC models are the only ones that are not outperformed by another IC model. Bold values in uppercase 'X' show the outperformance of the refined IC models as regard their corresponding non-refined models proving the main hypothesis.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline Similarity measures &  &  &  &  &  &  &  &  &  &  & 0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0 & 0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0 &  &  &  &  &  &  &  & (zLOz) чриеля рие ептет &  &  \\
\hline Lastra \& García (2015), coswJ\&C & - & & x & x & & & x & x & x & x & x & x & x & x & & x & x & x & x & x & x & x \\
\hline Zhou et al. (2008b) & & - & x & x & x & x & x & x & x & x & x & x & x & x & & x & x & x & x & x & x & x \\
\hline Lastra \& García (2015), cosJ\&C & & & - & & & & & x & x & x & & & & x & & & x & & & & & x \\
\hline Pirró and Seco (2008) & & & & - & & & & & & & & & & & & & x & & & & & x \\
\hline Hadj Taieb et al. (2014b) & & & & & - & & & & & & & x & x & x & & & & & & & & x \\
\hline Gao et al. (2015) & & & & & & - & & & & & & & x & x & & & & & & & & x \\
\hline Jiang and Conrath (1997) & & & & & & & - & x & x & x & & & & x & & & x & & & & & x \\
\hline Meng and Gu (2012) & & & & & & & & - & & & & & & & & & & & & & & x \\
\hline Pirró and Euzenat (2010) & & & & & & & & & - & & & & & & & & & & & & & x \\
\hline Lin (1998) & & & & & & & & & & - & & & & & & & & & & & & x \\
\hline Li et al. (2003), strat. 3 & & & & & & & & & & & - & & & & & & & & & & & x \\
\hline Li et al. (2003), strat. 9 & & & & & & & & & & & & - & & x & & & & & & & & x \\
\hline Li et al. (2003), strat. 4 & & & & & & & & & & & & & - & & & & & & & & & x \\
\hline Sánchez et al. (2012) & & & & & & & & & & & & & & - & & & & & & & & x \\
\hline Meng et al. (2014) & & & & & x & x & & & & & x & x & x & x & - & x & & x & x & & x & x \\
\hline Al-Mubaid and Nguyen (2009) & & & & & & & & & & & & & & x & & - & & & & & & x \\
\hline Resnik (1995) & & & & & & & & & & & & & & & & & - & & & & & \\
\hline Pedersen et al. (2007) & & & & & & & & & & & & & & & & & & - & & & & x \\
\hline Leacock and Chodorow (1998) & & & & & & & & & & & & & & & & & & & - & & & x \\
\hline Garla and Brandt (2012) & & & & & & & & x & x & x & & & & x & & & x & & & - & & x \\
\hline Rada et al. (1989) & & & & & & & & & & & & & & & & & & & & & - & x \\
\hline Wu and Palmer (1994) & & & & & & & & & & & & & & & & & & & & & & - \\
\hline
\end{tabular}
Table 14: Summary of the statistical significance analysis between similarity measures derived from the pairwise raw p-values shown in table 26 . The p-values are computed
 a ' \(x\) ' whenever the row measure obtains a statistically significant higher performance than the respective column measure. Thus, the rows show the similarity measures that are outperformed by each measure on the left, whilst the columns show the similarity measures that ourperform the measures on the top. For instance, the coswJ\&C and Zhou et al. (2008b) similarity measures outperform most similarity measures, whlist a first glance to the columns show that the Wu and Palmer (1994) measure is outperformed by the remaining similarity measures.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline RG65-r & \multicolumn{4}{|l|}{Classic IC-based measures} & \multicolumn{4}{|l|}{Monotone trans. from classic measures} & \multicolumn{5}{|l|}{hybrid IC-based measures (shortest path length)} \\
\hline IC models & Resnik & Lin & \(J \& C\) & \(P \& S\) & FaITH & Meng \({ }_{12}\) & Garla & \(\cos J \& C\) & \(L i_{s 9}\) & Zhou & Meng \({ }_{14}\) & Gao & coswJ\&C \\
\hline Resnik (1995) & 0.8345 & 0.8589 & 0.8561 & 0.8335 & 0.8585 & 0.8609 & 0.6950 & 0.8653 & 0.8617 & 0.8582 & 0.8434 & 0.8709 & 0.8703 \\
\hline Seco et al. (2004) & 0.8326 & 0.8609 & 0.8546 & 0.8622 & 0.8565 & 0.8596 & 0.8571 & 0.8642 & 0.8241 & 0.8728 & 0.8486 & 0.7992 & 0.8634 \\
\hline Blanchard et al. (2008) & 0.8310 & 0.8589 & 0.8493 & 0.8303 & 0.8536 & 0.8571 & 0.6957 & 0.8607 & 0.8618 & 0.8525 & 0.8482 & 0.8669 & 0.8614 \\
\hline Zhou et al. (2008a) & 0.8080 & 0.8259 & 0.8286 & 0.8334 & 0.8589 & 0.8539 & 0.8662 & 0.8558 & 0.8438 & 0.8574 & 0.7749 & 0.7992 & 0.8610 \\
\hline Sánchez et al. (2011) & 0.8409 & 0.8530 & 0.8619 & 0.8105 & 0.8683 & 0.8663 & 0.7690 & 0.8752 & 0.8586 & 0.8639 & 0.8147 & 0.8682 & \(\underline{0.8770}\) \\
\hline Sánchez and Batet (2012) & 0.8355 & 0.8616 & 0.8508 & 0.8332 & 0.8565 & 0.8600 & 0.6940 & 0.8606 & 0.8615 & 0.8535 & 0.8475 & 0.8678 & 0.8614 \\
\hline Meng et al. (2012) & 0.8260 & 0.8608 & 0.8598 & 0.8586 & 0.8658 & 0.8670 & 0.8717 & 0.8723 & 0.8282 & 0.8638 & 0.8285 & 0.7992 & 0.8747 \\
\hline Yuan et al. (2013) & 0.8243 & 0.8621 & 0.8505 & 0.8607 & 0.8649 & 0.8675 & 0.8609 & 0.8632 & 0.8231 & 0.8629 & 0.8273 & 0.7992 & 0.8624 \\
\hline Hadj Taieb et al. (2014a) & 0.4658 & 0.7825 & 0.4543 & 0.5090 & 0.7933 & 0.7924 & 0.5939 & 0.4552 & 0.8444 & 0.4586 & 0.7693 & 0.8527 & 0.4552 \\
\hline Adhikari et al. (2015) & 0.8264 & 0.8612 & 0.8609 & 0.8592 & 0.8650 & 0.8664 & 0.8707 & 0.8722 & 0.8267 & 0.8650 & 0.8321 & 0.7992 & 0.8747 \\
\hline \multicolumn{14}{|l|}{IC models introduced by Lastra-Díaz and García-Serrano (2015a)} \\
\hline CPHyponyms & 0.8283 & 0.8587 & 0.8562 & 0.8286 & 0.8556 & 0.8585 & 0.7033 & 0.8658 & 0.8606 & 0.8586 & 0.8426 & 0.8665 & 0.8645 \\
\hline CPUniform & 0.6844 & 0.7958 & 0.7228 & 0.6840 & 0.8425 & 0.8323 & 0.6721 & 0.7473 & 0.8549 & 0.7277 & 0.7520 & 0.8569 & 0.8331 \\
\hline CPLeaves & 0.8272 & 0.8575 & 0.8535 & 0.8263 & 0.8550 & 0.8578 & 0.7009 & 0.8635 & 0.8605 & 0.8560 & 0.8418 & 0.8662 & 0.8625 \\
\hline CPCosine & 0.8294 & 0.8591 & 0.8540 & 0.8265 & 0.8550 & 0.8581 & 0.6609 & 0.8634 & 0.8574 & 0.8555 & 0.8456 & 0.8658 & 0.8624 \\
\hline CPLogistic & 0.8021 & 0.8681 & 0.8260 & 0.8147 & 0.8652 & 0.8692 & 0.6899 & 0.8501 & 0.8605 & 0.8300 & 0.8363 & 0.8656 & 0.8595 \\
\hline CPCorpus & 0.8296 & 0.8560 & 0.8527 & 0.8223 & 0.8575 & 0.8591 & 0.7275 & 0.8633 & 0.8618 & 0.8552 & 0.8405 & 0.8706 & 0.8682 \\
\hline \multicolumn{14}{|l|}{IC models introduced in this work} \\
\hline CPRefHyponyms & 0.8242 & 0.8547 & 0.8497 & 0.8256 & 0.8514 & 0.8543 & 0.7001 & 0.8610 & 0.8615 & 0.8527 & 0.8463 & 0.8648 & 0.8645 \\
\hline CPRefUniform & 0.7253 & 0.8540 & 0.7484 & 0.7453 & 0.8651 & 0.8652 & 0.6810 & 0.7703 & 0.8551 & 0.7530 & 0.8103 & 0.8615 & 0.8331 \\
\hline CPRefLeaves & 0.8230 & 0.8533 & 0.8469 & 0.8231 & 0.8508 & 0.8535 & 0.6980 & 0.8587 & 0.8614 & 0.8499 & 0.8454 & 0.8644 & 0.8625 \\
\hline CPRefCosine & 0.8231 & 0.8573 & 0.8506 & 0.8252 & 0.8532 & 0.8563 & 0.7115 & 0.8609 & 0.8617 & 0.8539 & 0.8467 & 0.8663 & 0.8621 \\
\hline CPRefLogistic & 0.7991 & 0.8440 & 0.8421 & 0.8125 & 0.8536 & 0.8535 & 0.7173 & 0.8597 & 0.8502 & 0.8454 & 0.8355 & 0.8444 & 0.8648 \\
\hline CPRefCorpus & 0.8264 & 0.8528 & 0.8484 & 0.8210 & 0.8532 & 0.8550 & 0.7217 & 0.8588 & 0.8627 & 0.8512 & 0.8448 & 0.8684 & 0.8682 \\
\hline CPRefCosineLeaves & 0.8221 & 0.8546 & 0.8457 & 0.8210 & 0.8517 & 0.8544 & 0.7044 & 0.8568 & 0.8613 & 0.8491 & 0.8451 & 0.8656 & 0.8587 \\
\hline CPRefLogisticLeaves & 0.7991 & 0.8430 & 0.8427 & 0.8120 & 0.8535 & 0.8532 & 0.7135 & 0.8599 & 0.8495 & 0.8458 & 0.8336 & 0.8438 & 0.8653 \\
\hline CPRefLeavesSubsumersRatio & 0.8232 & 0.8564 & 0.8543 & 0.8292 & 0.8535 & 0.8564 & 0.6850 & 0.8621 & 0.8614 & 0.8560 & 0.8459 & 0.8649 & 0.8682 \\
\hline Best column value & 0.8409 & 0.8681 & 0.8619 & 0.8622 & 0.8683 & 0.8692 & 0.8717 & 0.8752 & 0.8627 & 0.8728 & 0.8486 & 0.8709 & 0.8770 \\
\hline
\end{tabular}
Table 15: Pearson (r) correlation coefficients for all the IC models and measures in the RG65 dataset using WordNet 3.0. The bold values represent the best score within each column, whilst the bold underlined value is the best overall score in the dataset for any combination of IC-based similarity measure with any IC model. Last row shows the best values within each column.
Table 16: Spearman \((\rho)\) correlation coefficients for all the IC models and measures in the RG65 dataset using WordNet 3.0. The bold values represent the best score within each column, whilst the bold underlined value is the best overall score in the dataset for any combination of IC-based similarity measure with any IC model. Last row shows the best values within each column.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline MC28-r & \multicolumn{4}{|l|}{Classic IC-based measures} & \multicolumn{4}{|l|}{Monotone trans. from classic measures} & \multicolumn{5}{|l|}{hybrid IC-based measures (shortest path length)} \\
\hline IC models & Resnik & Lin & \(J \& C\) & \(P \& S\) & FaITH & Meng \(_{12}\) & Garla & \(\cos J \& C\) & \(L i_{s 9}\) & Zhou & Meng \({ }_{14}\) & Gao & coswJ\&C \\
\hline Resnik (1995) & 0.7929 & 0.8350 & 0.8809 & 0.8466 & 0.8233 & 0.8276 & 0.6611 & 0.8710 & 0.8260 & 0.8795 & 0.8064 & 0.8336 & 0.8789 \\
\hline Seco et al. (2004) & 0.7834 & 0.8240 & 0.8557 & 0.8463 & 0.8094 & 0.8144 & 0.8299 & 0.8427 & 0.7730 & 0.8541 & 0.8107 & 0.7775 & 0.8369 \\
\hline Blanchard et al. (2008) & 0.7823 & 0.8228 & 0.8528 & 0.8169 & 0.8060 & 0.8118 & 0.6694 & 0.8385 & 0.8267 & 0.8535 & 0.8122 & 0.8299 & 0.8356 \\
\hline Zhou et al. (2008a) & 0.8179 & 0.8222 & 0.8282 & 0.8281 & 0.8344 & 0.8338 & 0.8410 & 0.8403 & 0.8102 & 0.8396 & 0.7638 & 0.7775 & 0.8492 \\
\hline Sánchez et al. (2011) & 0.8189 & 0.8357 & 0.8595 & 0.8056 & 0.8343 & 0.8359 & 0.7198 & 0.8476 & 0.8236 & 0.8582 & 0.7912 & 0.8366 & 0.8710 \\
\hline Sánchez and Batet (2012) & 0.7905 & 0.8261 & 0.8507 & 0.8177 & 0.8103 & 0.8159 & 0.6686 & 0.8411 & 0.8247 & 0.8511 & 0.8101 & 0.8282 & 0.8384 \\
\hline Meng et al. (2012) & 0.8202 & 0.8393 & 0.8314 & 0.8330 & 0.8330 & 0.8361 & 0.8376 & 0.8393 & 0.7959 & 0.8350 & 0.8005 & 0.7775 & 0.8569 \\
\hline Yuan et al. (2013) & 0.8084 & 0.8341 & 0.8347 & 0.8384 & 0.8277 & 0.8315 & 0.8320 & 0.8407 & 0.7881 & 0.8381 & 0.7953 & 0.7775 & 0.8350 \\
\hline Hadj Taieb et al. (2014a) & 0.5391 & 0.6842 & 0.4587 & 0.4845 & 0.6899 & 0.6875 & 0.5516 & 0.4594 & 0.8049 & 0.4622 & 0.6792 & 0.8243 & 0.4594 \\
\hline Adhikari et al. (2015) & 0.8211 & 0.8410 & 0.8331 & 0.8351 & 0.8331 & 0.8365 & 0.8366 & 0.8392 & 0.7949 & 0.8368 & 0.8040 & 0.7775 & 0.8552 \\
\hline \multicolumn{14}{|l|}{IC models introduced by Lastra-Díaz and García-Serrano (2015a)} \\
\hline CPHyponyms & 0.7860 & 0.8215 & 0.8552 & 0.8110 & 0.8070 & 0.8124 & 0.6687 & 0.8429 & 0.8242 & 0.8548 & 0.8030 & 0.8280 & 0.8406 \\
\hline CPUniform & 0.7408 & 0.7753 & 0.6483 & 0.6365 & 0.8039 & 0.7971 & 0.6250 & 0.6698 & 0.8190 & 0.6530 & 0.7276 & 0.8325 & 0.7925 \\
\hline CPLeaves & 0.7869 & 0.8219 & 0.8511 & 0.8073 & 0.8080 & 0.8131 & 0.6694 & 0.8402 & 0.8248 & 0.8507 & 0.8039 & 0.8287 & 0.8387 \\
\hline CPCosine & 0.7797 & 0.8208 & 0.8562 & 0.8127 & 0.8054 & 0.8109 & 0.6342 & 0.8445 & 0.8211 & 0.8563 & 0.8058 & 0.8316 & 0.8410 \\
\hline CPLogistic & 0.7700 & 0.8142 & 0.8020 & 0.7687 & 0.8079 & 0.8119 & 0.6624 & 0.8095 & 0.8225 & 0.8046 & 0.7801 & 0.8249 & 0.8232 \\
\hline CPCorpus & 0.7912 & 0.8290 & 0.8678 & 0.8281 & 0.8163 & 0.8209 & 0.6839 & 0.8613 & 0.8262 & 0.8668 & 0.8014 & 0.8338 & 0.8745 \\
\hline \multicolumn{14}{|l|}{IC models introduced in this work} \\
\hline CPRefHyponyms & 0.7884 & 0.8242 & 0.8519 & 0.8134 & 0.8061 & 0.8122 & 0.6670 & 0.8412 & 0.8315 & 0.8522 & 0.8170 & 0.8348 & 0.8406 \\
\hline CPRefUniform & 0.7317 & 0.8257 & 0.6998 & 0.7000 & 0.8223 & 0.8254 & 0.6487 & 0.7206 & 0.8193 & 0.7035 & 0.7782 & 0.8344 & 0.7925 \\
\hline CPRefLeaves & 0.7891 & 0.8244 & 0.8476 & 0.8092 & 0.8073 & 0.8131 & 0.6675 & 0.8386 & 0.8322 & 0.8480 & 0.8177 & 0.8355 & 0.8387 \\
\hline CPRefCosine & 0.7767 & 0.8215 & 0.8533 & 0.8144 & 0.8029 & 0.8093 & 0.6675 & 0.8455 & 0.8278 & 0.8540 & 0.8123 & 0.8309 & 0.8393 \\
\hline CPRefLogistic & 0.7848 & 0.8226 & 0.8376 & 0.7999 & 0.8183 & 0.8210 & 0.6818 & 0.8374 & 0.8374 & 0.8396 & 0.8248 & 0.8288 & 0.8437 \\
\hline CPRefCorpus & 0.7950 & 0.8312 & 0.8675 & 0.8324 & 0.8155 & 0.8206 & 0.6758 & 0.8597 & 0.8325 & 0.8670 & 0.8165 & 0.8383 & 0.8745 \\
\hline CPRefCosineLeaves & 0.7805 & 0.8220 & 0.8456 & 0.8069 & 0.8046 & 0.8106 & 0.6680 & 0.8391 & 0.8288 & 0.8464 & 0.8141 & 0.8326 & 0.8365 \\
\hline CPRefLogisticLeaves & 0.7881 & 0.8240 & 0.8383 & 0.8004 & 0.8202 & 0.8227 & 0.6836 & 0.8385 & 0.8374 & 0.8402 & 0.8252 & 0.8292 & 0.8444 \\
\hline CPRefLeavesSubsumersRatio & 0.7934 & 0.8243 & 0.8363 & 0.7975 & 0.8115 & 0.8160 & 0.6565 & 0.8356 & 0.8315 & 0.8362 & 0.8143 & 0.8352 & 0.8417 \\
\hline
\end{tabular}
Table 17: Pearson (r) correlation coefficients for all the IC models and measures in the MC28 dataset using WordNet 3.0. The bold values represent the best score within each column, whilst the bold underlined value is the best overall score in the dataset for any combination of IC-based similarity measure with any IC model. Last row shows the best values within each column.
Table 18: Spearman \((\rho)\) correlation coefficients for all the IC models and measures in the MC28 dataset using WordNet 3.0. The bold values represent the best score within each column, whilst the bold underlined value is the best overall score in the dataset for any combination of IC-based similarity measure with any IC model. Last row shows the best values within each column.
Table 19: Pearson (r) correlation coefficients for all the IC models and measures in the Agirre201 dataset using WordNet 3.0. The bold values represent the best score within each column, whilst the bold underlined value is the best overall score in the dataset for any combination of IC-based similarity measure with any IC model. Last row shows the best values within each column.
Table 20: Spearman ( \(\rho\) ) correlation coefficients for all the IC models and measures in the Agirre201 dataset using WordNet 3.0. The bold values represent the best score within each column, whilst the bold underlined value is the best overall score in the dataset for any combination of IC-based similarity measure with any IC model. Last row shows the best values within each column.
Table 21: Pearson (r) correlation coefficients for all the IC models and measures in the \(P \& S_{\text {full }}\) dataset using WordNet 3.0. The bold values represent the best score
within each column, whilst the bold underlined value is the best overall score in the dataset for any combination of IC-based similarity measure with any IC model. Last \(\stackrel{\square}{\square}\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \(\mathrm{P} \& \mathrm{~S}_{\text {full }}-\mathrm{r}\) & \multicolumn{4}{|l|}{Classic IC-based measures} & \multicolumn{4}{|l|}{Monotone trans. from classic measures} & \multicolumn{5}{|l|}{hybrid IC-based measures (shortest path length)} \\
\hline IC models & Resnik & Lin & \(J \& C\) & \(P \& S\) & FaITH & Meng \({ }_{12}\) & Garla & \(\cos J \& C\) & \(L i_{s 9}\) & Zhou & Meng \({ }_{14}\) & Gao & coswJ\&C \\
\hline Resnik (1995) & 0.8736 & 0.8877 & 0.8749 & 0.8328 & 0.9003 & 0.8988 & 0.7761 & 0.8922 & 0.8857 & 0.8778 & 0.8286 & 0.8909 & 0.8826 \\
\hline Seco et al. (2004) & 0.8799 & 0.8945 & 0.8781 & 0.8970 & 0.9042 & 0.9031 & 0.9021 & 0.8966 & 0.8839 & 0.8949 & 0.8374 & 0.8585 & 0.8819 \\
\hline Blanchard et al. (2008) & 0.8788 & 0.8932 & 0.8736 & 0.8381 & 0.9020 & 0.9013 & 0.7813 & 0.8942 & 0.8890 & 0.8769 & 0.8375 & 0.8926 & 0.8811 \\
\hline Zhou et al. (2008a) & 0.8357 & 0.8420 & 0.8372 & 0.8563 & 0.8905 & 0.8806 & 0.8979 & 0.8726 & 0.8897 & 0.8725 & 0.7488 & 0.8585 & 0.8593 \\
\hline Sánchez et al. (2011) & 0.8740 & 0.8738 & 0.8762 & 0.8051 & 0.9025 & 0.8964 & 0.8470 & 0.8996 & 0.8807 & 0.8789 & 0.7943 & 0.8844 & 0.8850 \\
\hline Sánchez and Batet (2012) & 0.8829 & 0.8948 & 0.8742 & 0.8398 & 0.9042 & 0.9035 & 0.7798 & 0.8918 & 0.8877 & 0.8771 & 0.8350 & 0.8920 & 0.8790 \\
\hline Meng et al. (2012) & 0.8645 & 0.8863 & 0.8715 & 0.8897 & 0.9057 & 0.9025 & 0.9058 & 0.8917 & 0.8813 & 0.8805 & 0.8106 & 0.8585 & 0.8765 \\
\hline Yuan et al. (2013) & 0.8655 & 0.8896 & 0.8641 & 0.8891 & \(\underline{0.9082}\) & 0.9061 & 0.9010 & 0.8840 & 0.8774 & 0.8796 & 0.8085 & 0.8585 & 0.8713 \\
\hline Hadj Taieb et al. (2014a) & 0.4915 & 0.7962 & 0.4261 & 0.4660 & 0.8167 & 0.8125 & 0.6749 & 0.4272 & 0.8724 & 0.4308 & 0.7632 & 0.8751 & 0.4272 \\
\hline Adhikari et al. (2015) & 0.8653 & 0.8875 & 0.8735 & 0.8908 & 0.9056 & 0.9027 & 0.9057 & 0.8926 & 0.8804 & 0.8819 & 0.8163 & 0.8585 & 0.8774 \\
\hline \multicolumn{14}{|l|}{IC models introduced by Lastra-Díaz and García-Serrano (2015a)} \\
\hline CPHyponyms & 0.8725 & 0.8903 & 0.8783 & 0.8325 & 0.9015 & 0.9002 & 0.7884 & 0.8963 & 0.8865 & 0.8811 & 0.8286 & 0.8899 & 0.8808 \\
\hline CPUniform & 0.7077 & 0.8042 & 0.7204 & 0.6602 & 0.8644 & 0.8498 & 0.7575 & 0.7478 & 0.8759 & 0.7260 & 0.7300 & 0.8696 & 0.8169 \\
\hline CPLeaves & 0.8715 & 0.8887 & 0.8748 & 0.8297 & 0.9008 & 0.8992 & 0.7865 & 0.8930 & 0.8864 & 0.8775 & 0.8277 & 0.8897 & 0.8777 \\
\hline CPCosine & 0.8757 & 0.8915 & 0.8778 & 0.8318 & 0.9015 & 0.9005 & 0.7502 & 0.8943 & 0.8795 & 0.8797 & 0.8330 & 0.8807 & 0.8785 \\
\hline CPLogistic & 0.8419 & 0.8928 & 0.8315 & 0.8061 & 0.9064 & 0.9056 & 0.7742 & 0.8632 & 0.8852 & 0.8363 & 0.8193 & 0.8880 & 0.8645 \\
\hline CPCorpus & 0.8649 & 0.8840 & 0.8711 & 0.8203 & 0.8987 & 0.8964 & 0.8129 & 0.8892 & 0.8858 & 0.8744 & 0.8246 & 0.8906 & 0.8807 \\
\hline \multicolumn{14}{|l|}{IC models introduced in this work} \\
\hline CPRefHyponyms & 0.8690 & 0.8870 & 0.8730 & 0.8312 & 0.8978 & 0.8966 & 0.7852 & 0.8918 & 0.8892 & 0.8763 & 0.8353 & 0.8912 & 0.8808 \\
\hline CPRefUniform & 0.7577 & 0.8738 & 0.7511 & 0.7301 & 0.8979 & 0.8942 & 0.7564 & 0.7771 & 0.8763 & 0.7560 & 0.7915 & 0.8758 & 0.8169 \\
\hline CPRefLeaves & 0.8678 & 0.8854 & 0.8694 & 0.8282 & 0.8971 & 0.8955 & 0.7835 & 0.8887 & 0.8892 & 0.8726 & 0.8343 & 0.8908 & 0.8777 \\
\hline CPRefCosine & 0.8694 & 0.8893 & 0.8748 & 0.8311 & 0.8992 & 0.8982 & 0.7953 & 0.8903 & 0.8883 & 0.8787 & 0.8339 & 0.8912 & 0.8748 \\
\hline CPRefLogistic & 0.8403 & 0.8709 & 0.8564 & 0.8142 & 0.8923 & 0.8885 & 0.7977 & 0.8797 & 0.8827 & 0.8599 & 0.8347 & 0.8751 & 0.8608 \\
\hline CPRefCorpus & 0.8631 & 0.8824 & 0.8687 & 0.8216 & 0.8957 & 0.8935 & 0.8072 & 0.8862 & 0.8888 & 0.8722 & 0.8325 & 0.8919 & 0.8807 \\
\hline CPRefCosineLeaves & 0.8684 & 0.8864 & 0.8689 & 0.8263 & 0.8978 & 0.8962 & 0.7898 & 0.8856 & 0.8882 & 0.8726 & 0.8323 & 0.8909 & 0.8706 \\
\hline CPRefLogisticLeaves & 0.8407 & 0.8695 & 0.8558 & 0.8130 & 0.8920 & 0.8878 & 0.7950 & 0.8788 & 0.8821 & 0.8593 & 0.8328 & 0.8743 & 0.8603 \\
\hline CPRefLeavesSubsumersRatio & 0.8740 & 0.8874 & 0.8677 & 0.8286 & 0.8989 & 0.8974 & 0.7696 & 0.8808 & 0.8890 & 0.8699 & 0.8349 & 0.8910 & 0.8721 \\
\hline Best column value & 0.8829 & 0.8948 & 0.8783 & 0.8970 & 0.9082 & 0.9061 & 0.9058 & 0.8996 & 0.8897 & 0.8949 & 0.8375 & 0.8926 & 0.8850 \\
\hline
\end{tabular} row shows the best values within each column.
Table 22: Spearman \((\rho)\) correlation coefficients for all the IC models and measures in the \(P \& S_{\text {full }}\) dataset using WordNet 3.0 . The bold values represent the best score within each column, whilst the bold underlined value is the best overall score in the dataset for any combination of IC-based similarity measure with any IC model. Last row shows the best values within each column.
Table 23: Pearson (r) correlation coefficients for all the IC models and measures in the SimLex665 dataset using WordNet 3.0. The bold values represent the best score within each column, whilst the bold underlined value is the best overall score in the dataset for any combination of IC-based similarity measure with any IC model. Last row shows the best values within each column.
\(\stackrel{\text { 菏 }}{\substack{~}}\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline SimLex665- \(\rho\) & \multicolumn{4}{|l|}{Classic IC-based measures} & \multicolumn{4}{|l|}{Monotone trans. from classic measures} & \multicolumn{5}{|l|}{hybrid IC-based measures (shortest path length)} \\
\hline IC models & Resnik & Lin & \(J \& C\) & \(P \& S\) & FaITH & Meng \(_{12}\) & Garla & \(\cos J \& C\) & \(L i_{s 9}\) & Zhou & Meng \({ }_{14}\) & Gao & coswJ\&C \\
\hline Resnik (1995) & 0.5210 & 0.5810 & 0.5700 & 0.5450 & 0.5810 & 0.5810 & 0.5700 & 0.5700 & 0.5920 & 0.5741 & 0.6057 & 0.5994 & 0.5683 \\
\hline Seco et al. (2004) & 0.5210 & 0.5888 & 0.5901 & 0.5862 & 0.5888 & 0.5888 & 0.5901 & 0.5901 & 0.5809 & 0.6101 & 0.6105 & 0.5918 & 0.5916 \\
\hline Blanchard et al. (2008) & 0.5190 & 0.5844 & 0.5820 & 0.5466 & 0.5844 & 0.5844 & 0.5820 & 0.5820 & 0.5892 & 0.5853 & 0.6071 & 0.5955 & 0.5848 \\
\hline Zhou et al. (2008a) & 0.5026 & 0.5841 & 0.5945 & 0.5767 & 0.5841 & 0.5841 & 0.5945 & 0.5945 & 0.5804 & 0.6089 & 0.6025 & 0.5918 & 0.6001 \\
\hline Sánchez et al. (2011) & 0.5248 & 0.5803 & 0.5906 & 0.5204 & 0.5803 & 0.5803 & 0.5906 & 0.5906 & 0.5888 & 0.5933 & 0.6015 & 0.5953 & 0.5873 \\
\hline Sánchez and Batet (2012) & 0.5232 & 0.5850 & 0.5835 & 0.5476 & 0.5850 & 0.5850 & 0.5835 & 0.5835 & 0.5896 & 0.5866 & 0.6068 & 0.5965 & 0.5868 \\
\hline Meng et al. (2012) & 0.4896 & 0.5767 & 0.5957 & 0.5714 & 0.5767 & 0.5767 & 0.5957 & 0.5957 & 0.5672 & 0.6050 & 0.5964 & 0.5918 & 0.5980 \\
\hline Yuan et al. (2013) & 0.5030 & 0.5903 & 0.6027 & 0.5869 & 0.5903 & 0.5903 & 0.6027 & 0.6027 & 0.5727 & 0.6114 & 0.6051 & 0.5918 & 0.6076 \\
\hline Hadj Taieb et al. (2014a) & 0.3004 & 0.4833 & 0.3256 & 0.4243 & 0.4833 & 0.4833 & 0.3256 & 0.3256 & 0.5275 & 0.3307 & 0.5432 & 0.5423 & 0.3256 \\
\hline Adhikari et al. (2015) & 0.4899 & 0.5766 & 0.5960 & 0.5718 & 0.5766 & 0.5766 & 0.5960 & 0.5960 & 0.5673 & 0.6050 & 0.5968 & 0.5918 & 0.5983 \\
\hline \multicolumn{14}{|l|}{IC models introduced by Lastra-Díaz and García-Serrano (2015a)} \\
\hline CPHyponyms & 0.5067 & 0.5799 & 0.5806 & 0.5391 & 0.5798 & 0.5799 & 0.5723 & 0.5806 & 0.5873 & 0.5847 & 0.6046 & 0.5920 & 0.5922 \\
\hline CPUniform & 0.3649 & 0.5223 & 0.5506 & 0.4620 & 0.5220 & 0.5223 & 0.5672 & 0.5506 & 0.5825 & 0.5530 & 0.5572 & 0.5846 & 0.6028 \\
\hline CPLeaves & 0.5043 & 0.5797 & 0.5799 & 0.5392 & 0.5796 & 0.5797 & 0.5716 & 0.5799 & 0.5867 & 0.5839 & 0.6044 & 0.5924 & 0.5929 \\
\hline CPCosine & 0.5150 & 0.5821 & 0.5828 & 0.5413 & 0.5821 & 0.5821 & 0.5745 & 0.5827 & 0.5898 & 0.5849 & 0.6070 & 0.5924 & 0.5884 \\
\hline CPLogistic & 0.4925 & 0.5791 & 0.5738 & 0.5358 & 0.5790 & 0.5791 & 0.5738 & 0.5738 & 0.5885 & 0.5767 & 0.6032 & 0.5936 & 0.5904 \\
\hline CPCorpus & 0.5085 & 0.5735 & 0.5578 & 0.5335 & 0.5735 & 0.5735 & 0.5460 & 0.5578 & 0.5912 & 0.5639 & 0.6024 & 0.5983 & 0.5662 \\
\hline \multicolumn{14}{|l|}{IC models introduced in this work} \\
\hline CPRefHyponyms & 0.5077 & 0.5822 & 0.5856 & 0.5470 & 0.5822 & 0.5822 & 0.5856 & 0.5856 & 0.5896 & 0.5894 & 0.6076 & 0.5946 & 0.5922 \\
\hline CPRefUniform & 0.4438 & 0.5599 & 0.5639 & 0.5097 & 0.5599 & 0.5599 & 0.5639 & 0.5639 & 0.5861 & 0.5662 & 0.5931 & 0.5914 & 0.6028 \\
\hline CPRefLeaves & 0.5073 & 0.5817 & 0.5864 & 0.5469 & 0.5817 & 0.5817 & 0.5864 & 0.5864 & 0.5891 & 0.5901 & 0.6074 & 0.5943 & 0.5929 \\
\hline CPRefCosine & 0.5081 & 0.5844 & 0.5864 & 0.5509 & 0.5844 & 0.5844 & 0.5864 & 0.5864 & 0.5879 & 0.5906 & 0.6099 & 0.5920 & 0.5863 \\
\hline CPRefLogistic & 0.4876 & 0.5646 & 0.5763 & 0.5231 & 0.5646 & 0.5646 & 0.5763 & 0.5763 & 0.5878 & 0.5797 & 0.6007 & 0.5902 & 0.5803 \\
\hline CPRefCorpus & 0.5084 & 0.5762 & 0.5612 & 0.5407 & 0.5762 & 0.5762 & 0.5612 & 0.5612 & 0.5929 & 0.5667 & 0.6045 & 0.5998 & 0.5662 \\
\hline CPRefCosineLeaves & 0.5056 & 0.5840 & 0.5881 & 0.5498 & 0.5840 & 0.5840 & 0.5881 & 0.5881 & 0.5894 & 0.5915 & 0.6089 & 0.5927 & 0.5897 \\
\hline CPRefLogisticLeaves & 0.4869 & 0.5657 & 0.5777 & 0.5235 & 0.5657 & 0.5657 & 0.5777 & 0.5777 & 0.5868 & 0.5808 & 0.6004 & 0.5897 & 0.5817 \\
\hline CPRefLeavesSubsumersRatio & 0.5112 & 0.5785 & 0.5859 & 0.5466 & 0.5785 & 0.5785 & 0.5859 & 0.5859 & 0.5900 & 0.5884 & 0.6030 & 0.5952 & 0.5946 \\
\hline Best column value & 0.5248 & 0.5903 & 0.6027 & 0.5869 & 0.5903 & 0.5903 & 0.6027 & 0.6027 & 0.5929 & 0.6114 & 0.6105 & 0.5998 & 0.6076 \\
\hline
\end{tabular}

\footnotetext{
Table 24: Spearman \((\rho)\) correlation coefficients for all the IC models and measures in the SimLex 665 dataset using WordNet 3.0 . The bold values represent the best score
within each column, whilst the bold underlined value is the best overall score in the dataset for any combination of IC-based similarity measure with any IC model. Last row shows the best values within each column.
}


\footnotetext{
Table 25: Pairwise p-values of the one-sided t-Student distribution for the paired difference between the average Spearman ( \(\rho\) ) correlation values of each pair of IC models on all the IC-based similarity measures. Each pairwise p-value is computed using the vector of average Spearman correlation values of each IC model with each IC-based similarity measure (rows in table 11) as paired random sample set. For a level of significance of \(5 \%\), each p-value \(\leq 0.05\) denotes a statistically significant higher or lower performance between these two IC models.
}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline Simi. measures &  & Zhou et al (2008) &  &  &  &  & \[
\] &  &  &  &  &  &  &  &  &  &  &  &  &  &  & \[
\text { (も66I) ләш[ед } \gamma \mathrm{n}_{M}
\] \\
\hline L\&G, coswJ\&C & - & . 248 & . 026 & . 045 & . 067 & . 084 & . 026 & . 020 & . 020 & . 020 & . 029 & . 034 & . 042 & . 024 & . 178 & . 038 & . 003 & . 029 & . 029 & . 026 & . 029 & . 006 \\
\hline Zhou et al & . 248 & - & . 034 & . 184 & . 023 & . 028 & . 034 & . 002 & . 002 & . 002 & . 002 & . 012 & . 015 & . 006 & . 149 & . 019 & . 020 & . 002 & . 002 & . 034 & . 002 & . 002 \\
\hline L\&G, cosJ\&C & . 026 & . 034 & - & . 346 & . 207 & . 338 & 1.00 & . 023 & . 023 & . 023 & . 129 & . 083 & . 088 & . 042 & . 372 & . 188 & . 020 & . 129 & . 129 & 1.00 & . 129 & . 005 \\
\hline P\&S & . 045 & . 184 & . 346 & - & . 239 & . 340 & . 346 & . 114 & . 114 & . 114 & . 185 & . 124 & . 123 & . 079 & . 463 & . 226 & . 007 & . 185 & . 185 & . 346 & . 185 & . 010 \\
\hline H.Taieb & . 067 & . 023 & . 207 & . 239 & - & . 294 & . 207 & . 499 & . 499 & . 499 & . 363 & . 016 & . 036 & . 001 & . 022 & . 413 & . 096 & . 363 & . 363 & . 207 & . 363 & . 000 \\
\hline Gao et al & . 084 & . 028 & . 338 & . 340 & . 294 & - & . 338 & . 345 & . 345 & . 345 & . 077 & . 087 & . 015 & . 020 & . 029 & . 163 & . 095 & . 077 & . 077 & . 338 & . 077 & . 004 \\
\hline J\&C & . 026 & . 034 & 1.00 & . 346 & . 207 & . 338 & - & . 023 & . 023 & . 023 & . 129 & . 083 & . 088 & . 042 & . 372 & . 188 & . 020 & . 129 & . 129 & 1.00 & . 129 & . 005 \\
\hline Meng \& Gu & . 020 & . 002 & . 023 & . 114 & . 499 & . 345 & . 023 & - & 1.00 & 1.00 & . 346 & . 166 & . 132 & . 064 & . 104 & . 430 & . 055 & . 346 & . 346 & . 023 & . 346 & . 005 \\
\hline P\&S, FaITH & . 020 & . 002 & . 023 & . 114 & . 499 & . 345 & . 023 & 1.00 & - & 1.00 & . 346 & . 166 & . 132 & . 064 & . 104 & . 430 & . 055 & . 346 & . 346 & . 023 & . 346 & . 005 \\
\hline Lin & . 020 & . 002 & . 023 & . 114 & . 499 & . 345 & . 023 & 1.00 & 1.00 & - & . 346 & . 166 & . 132 & . 064 & . 104 & . 430 & . 055 & . 346 & . 346 & . 023 & . 346 & . 005 \\
\hline \(\mathrm{Li}_{s 3}\) et al & . 029 & . 002 & . 129 & . 185 & . 363 & . 077 & . 129 & . 346 & . 346 & . 346 & - & . 313 & . 132 & . 130 & . 034 & . 411 & . 124 & 1.00 & 1.00 & . 129 & 1.00 & . 013 \\
\hline \(\mathrm{Li}_{s 9}\) et al & . 034 & . 012 & . 083 & . 124 & . 016 & . 087 & . 083 & . 166 & . 166 & . 166 & . 313 & - & . 168 & . 019 & . 006 & . 166 & . 145 & . 313 & . 313 & . 083 & . 313 & . 000 \\
\hline \(\mathrm{Li}_{s 4}\) et al & . 042 & . 015 & . 088 & . 123 & . 036 & . 015 & . 088 & . 132 & . 132 & . 132 & . 132 & . 168 & - & . 443 & . 001 & . 069 & . 281 & . 132 & . 132 & . 088 & . 132 & . 007 \\
\hline Sánchez et al & . 024 & . 006 & . 042 & . 079 & . 001 & . 020 & . 042 & . 064 & . 064 & . 064 & . 130 & . 019 & . 443 & - & . 001 & . 044 & . 226 & . 130 & . 130 & . 042 & . 130 & . 001 \\
\hline Meng et al & . 178 & . 149 & . 372 & . 463 & . 022 & . 029 & . 372 & . 104 & . 104 & . 104 & . 034 & . 006 & . 001 & . 001 & - & . 018 & . 056 & . 034 & . 034 & . 372 & . 034 & . 001 \\
\hline Al-Mubaid & . 038 & . 019 & . 188 & . 226 & . 413 & . 163 & . 188 & . 430 & . 430 & . 430 & . 411 & . 166 & . 069 & . 044 & . 018 & - & . 099 & . 411 & . 411 & . 188 & . 411 & . 004 \\
\hline Resnik & . 003 & . 020 & . 020 & . 007 & . 096 & . 095 & . 020 & . 055 & . 055 & . 055 & . 124 & . 145 & . 281 & . 226 & . 056 & . 099 & - & . 124 & . 124 & . 020 & . 124 & . 203 \\
\hline Pedersen & . 029 & . 002 & . 129 & . 185 & . 363 & . 077 & . 129 & . 346 & . 346 & . 346 & 1.00 & . 313 & . 132 & . 130 & . 034 & . 411 & . 124 & - & 1.00 & . 129 & 1.00 & . 013 \\
\hline L \& Ch. & . 029 & . 002 & . 129 & . 185 & . 363 & . 077 & . 129 & . 346 & . 346 & . 346 & 1.00 & . 313 & . 132 & . 130 & . 034 & . 411 & . 124 & 1.00 & - & . 129 & 1.00 & . 013 \\
\hline Garla \& Brandt & . 026 & . 034 & 1.00 & . 346 & . 207 & . 338 & 1.00 & . 023 & . 023 & . 023 & . 129 & . 083 & . 088 & . 042 & . 372 & . 188 & . 020 & . 129 & . 129 & - & . 129 & . 005 \\
\hline Rada et al & . 029 & . 002 & . 129 & . 185 & . 363 & . 077 & . 129 & . 346 & . 346 & . 346 & 1.00 & . 313 & . 132 & . 130 & . 034 & . 411 & . 124 & 1.00 & 1.00 & . 129 & - & . 013 \\
\hline W \& P & . 006 & . 002 & . 005 & . 010 & . 000 & . 004 & . 005 & . 005 & . 005 & . 005 & . 013 & . 000 & . 007 & . 001 & . 001 & . 004 & . 203 & . 013 & . 013 & . 005 & . 013 & - \\
\hline
\end{tabular}
Table 26: Pairwise p-values of the one-sided t-Student distribution for the paired difference between the Spearman ( \(\rho\) ) correlation values of each pair of similarity measures on all datasets. Each pairwise p-value is computed using the vector of average Spearman correlation values of each similarity measure on all datasets (rows in table 12) as paired random sample set. For a level of significance of \(5 \%\), each p-value \(\leq 0.05\) denotes a statistically significant higher or lower performance between these two similarity measures.```
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