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ABSTRACT Disabilities are a problem that affects a large number of people in the world. Gathering
information about them is crucial to improve the daily life of the people who suffer from them but, since
disabilities are often strongly associated with different types of diseases, the available data are widely
dispersed. In this work we review existing proposal for the problem, making an in-depth analysis, and from
it we make a proposal that improves the results of previous systems. The analysis focuses on the results of
the participants in DIANN shared task was proposed (IberEval 2018), devoted to the detection of named
disabilities in electronic documents. In order to evaluate the proposed systems using a common evaluation
framework, a corpus of documents, in both English and Spanish, was gathered and annotated. Several teams
participated in the task, either using classic methods or proposing specific approaches to deal effectively
with the complexities of the task. Our aim is to provide insight for future advances in the field by analyzing
the participating systems and identifying the most effective approaches and elements to tackle the problem.
We have validated the lessons learned from this analysis through a new proposal that includes the most
promising elements used by the participating teams. The proposed system improves, for both languages,
the results obtained during the task.

INDEX TERMS Disabilities, biomedical corpus, entity recognition, shared task analysis.

I. INTRODUCTION
The International Classification of Functioning, Disability
and Health (ICF) defines a disability as any functional lim-
itation that restricts, in any way, the capacity of a person to
interact with the different environmental and personal factors
that surround him or her. According to the World Health
Organization (WHO), more than 15% of the world’s popu-
lation suffers from some form of disability. This organization
also indicates that over 110 million adults have substantial
difficulties in functioning. Disability rates are increasing due
to an aging population, among other causes. Currently, due
to the integration difficulties experienced by people with
disabilities, different organizations and governments have
specific integration plans on their agendas.1
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The application of Natural Language Processing (NLP)
techniques in biomedical documents has facilitated signif-
icant advances in this area, allowing to improve informa-
tion retrieval and knowledge inference processes. However,
the automatic identification of mentions of disabilities has
rarely been addressed in scientific works. Given its social
impact and the little attention it has received, we decided to
organize a shared task focused on identifying named disabil-
ities in medical texts. The techniques developed for the task
are useful to gather information on disabilities and to advance
on their knowledge and prevention, as well as to help health
institutions and governments to improve the social integration
of the affected people.

Many evaluation campaigns or shared tasks are being orga-
nized in the field of natural language processing related to
the biomedical domain [1]. They are extremely important
to progress in the field, since the participating systems can
compare their approaches in a fair way, using the same data
and evaluation framework. In particular, some shared tasks

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 155399

https://orcid.org/0000-0001-9820-2150
https://orcid.org/0000-0002-6905-7051
https://orcid.org/0000-0002-7657-4794
https://orcid.org/0000-0002-5196-8148


H. Fabregat et al.: Understanding and Improving Disability Identification in Medical Documents

have focused on the detection of specific kinds of entities.
The recognition of drugs in Spanish clinical documents has
been addressed by tasks such as Pharmaconer [2], the extrac-
tion of drugs-drugs interactions has been worked in the
DDI-Extraction 2013 task [3] and the recognition of named
entities in clinical documents in French has been covered by
labs such as CLEF eHealth 2015 [4].

As part of the 2018 IberEval workshop [5], we proposed the
DIANN shared task focusing on the detection of disabilities
in a manually annotated corpus provided to the participant
teams. The corpus contains documents in both Spanish and
English, and according to our knowledge, this is the first
task organized to address this problem. Detecting disabili-
ties involves specific problems, for several reasons. On the
one hand, disability is a broad concept that can be inter-
preted in several ways. On the other hand, disabilities can
be mentioned in free language and they are not constrained
to a specific set of words. We took these particularities into
account to define the task, as well as the annotation criteria
adopted to prepare the corpus. The corpus is available at:
https://github.com/gildofabregat/DIANN-IBEREVAL-2018.

This article aims to make a new proposal based on the
analysis of the common and distinctive features used by
the participating systems. From this analysis, along with the
results obtained by the systems, we have drawn conclusions
about the most influential features and how to combine them
in an effective way. The lessons learned have allowed us to
design a new proposal improving the results achieved by the
participating systems.

This article is organized as follows: Firstly, we describe the
corpus provided for the task and used as a common evaluation
framework, including the followed methodology to collect
the documents and the annotation criteria (Section III-A).
Afterwards, we analyze and compare the different sys-
tems that were presented by each team (Section III-B).
Extending this analysis, we highlight the most interest-
ing elements and findings of each system (Section III-C).
Finally, we present and evaluate a new approach that
tries to capture the lessons learned from the shared task
(Sections III-D and IV). We detail and discuss the main
outcomes in the Sections V and VI.

II. RELATED WORK
Named Entity Recognition (NER) has been frequently
considered in the biomedical domain as a critical task in
extracting information from medical documents. It consists
in identifying certain expressions of interest in documents
and mapping them to the corresponding semantic categories
(diseases, drugs, genes, etc.). Although some proposals for
NER are based on natural language processing [6], most
of them rely on machine learning techniques [7]–[9]. The
techniques, which have been used in recent years, have
particularly focused on deep learning [10]–[12]. Although
there are systems that deal with several types of entities
[6], [13], other works focus on specific types. In 2013,
Segura-Bedmar et al. [3] proposed an evaluation task focused

on drug recognition and identification of adverse effects
in scientific documents written in English. Works such as
Gonzalez-Agirre et al. [2] have explored the detection of
named drugs in Spanish documents. Gene recognition in
specialized literature has been addressed by Yeh et al. [14],
among others. Nevertheless, disabilities are not included as a
specific semantic class to be identified, and these proposals
do not distinguish a disability, usually a permanent condition,
from other signs associated to diseases.

Orphanet,2 the international database and portal on Rare
Diseases (RD) and orphan drugs, is collecting informa-
tion about the functional consequences associated to rare
diseases [15]. It uses the Orphanet Functioning Thesaurus,
derived and adapted from the International Classification of
Functioning, Disability and Health — Children and Youth
(ICF-CY [16]). Using the Orphanet database, in a previos
work [17], we have collected the RDD corpus related to rare
diseases and composed of scientific documents in English
annotated with disabilities, as well as relationships between
rare diseases and disabilities. We also developed a deep learn-
ing system for the detection of named disabilities and for the
extraction of relationships between disabilities and rare dis-
eases, obtaining remarkable results using Long Short-Term
Memory (LSTM) networks and Convolutional Neural Net-
works (CNN). Since detecting negation is paramount to
understanding themeaning of texts correctly, the RDD corpus
also includes negation and speculation (uncertainty about the
mentioned facts) annotations.

Negation processing has been considered in highly rele-
vant NLP tasks, such as sentiment analysis and relationship
extraction [18], [19]. Many works about negation processing
have been published for the English language [20], [21]
although there are also other works that extend this study to
other languages, such as Chinese [22], [23] or Spanish [24].
The most common approaches are rule-based [25]. However,
there has also been proposals based onmachine learning [26],
and recently, specifically on deep learning [27].

III. MATERIALS AND METHODS
A. DIANN CORPUS
As far as we know, automatic disability annotation is a topic
that has not been addressed for the Spanish language and
barely for English [17]. An important outcome of the DIANN
task has been the generation and release of a benchmark
corpus used to evaluate all suggested proposals under the
same criteria. The DIANN corpus consists of a collection
of 1000 abstracts of scientific articles (500 published in
English and 500 in Spanish). This collection was collected
during 2017 and each abstract contains at least one men-
tion of a disability. This corpus is very valuable since it
includes abstracts of scientific papers provided in both lan-
guages (Spanish and English) and annotated under the same
annotation criteria, allowing the analysis of systems focused

2https://www.orpha.net/ (Last visited: May 2020)
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on Spanish or English, and also systems focused on both
languages.

Taking into account the definition of ‘‘disability’’ proposed
by the ICF classification, and with the support of two med-
ical doctors, the annotation process was carried out by three
non-expert annotators. While in Spanish, this corpus gathers
a set of 1555 mentions of disabilities (564 unique mentions),
in English, 1656 disabilities have been annotated (583 unique
mentions). Concerning the annotation process, the documents
were gathered using queries related to a list of human func-
tions and disabilities extracted from [17]. To summarize,
a total of 45 different expressions were used to make these
queries. Some of them are the following (English / Spanish):

• Blindness/Ceguera • Paralysis/Parálisis
• Sight/Vista • Cognitive/Cognitivo
• Intellectual/Intelectual •Motor/Motriz

On the process of gathering and annotating, one document
was considered as candidate for the corpus if it contained
one of the searched expressions and if it was available in
both languages (scientific papers with an abstract in both
languages). In order to monitor and limit the number of
retrieved documents for each searched expression, an iterative
approach was applied where each iteration consisted in the
retrieval and annotation of a maximum of 50 documents.

A definition of ‘‘disability’’ by the ICF classification was
used as starting point for the annotation criteria. However,
possible ambiguities had to be taken into account when con-
sidering a physical/mental condition or illness (due to its
temporality or severity, for example) as a disability or not.
To reduce the ambiguity effect, an additional premise was
included in the annotation guidelines: ‘‘A disability is anno-
tated, when it is assumed from the context that this condition
is not of short duration or low severity.’’. Following guidelines
from previous work [17], any possible modifiers around an
annotation were considered part of it, e.g.:

The patient suffers from <dis> severe intellectual dis-
ability </dis> . . . / El paciente sufre de <dis> dis-
capacidad intelectual grave </dis>. . .

where the tags <dis> and </dis> refer to the beginning
and end of a disability, respectively. In addition to anno-
tations of disabilities, each document contains annotations
of negations when they affect at least to one disability. For
each annotated negation both, the scope and the associated
triggers, are provided. The annotation criteria used to define
the scope is inspired by [20]. The corpus contains a total
of 62 negations in Spanish, and 63 negations in English.

Table 1 shows the inter-annotator agreement reached by
type of annotation (negations or disabilities) and language
(Spanish or English), and the number of annotations con-
tained in the corpus. The inter-agreement indicates the per-
centage of agreement reached among the three annotators.
Some documents do not contain the same amount of infor-
mation for both languages, which explains the difference in
the number of annotations per language. Even though there
are differences in the agreement reached by the annotators for

TABLE 1. Corpus statistics for both languages. This table shows the total
number of annotations and the agreement reached between the
annotators.

each language, the achieved results indicate that the corpus is
robust enough to be released and proposed as a benchmark.
More details about the annotation format can be found in [28].

B. DIANN SHARED TASK
Using the DIANN corpus as benchmark, in the context of
SEPLN3 2018 conference and as part of the 2018 IberEval
workshop, an evaluation task was organized to compile,
discuss and share the knowledge of the participating teams
regarding the automatic detection of named disabilities in
scientific documents.

1) PARTICIPATING TEAMS
The eight participating teams presented quite promising
approaches (18 runs for English and 19 for Spanish). This
section analyses the proposals of all participating teams.
• SINAI [29] - Group of Intelligent Systems of Infor-
mation Access, University of Jaén. SINAI group pro-
posed an unsupervised system based on the generation
of variants using UMLS (Unified Medical Language
System) terminology and word embeddings. The sys-
tem used two different biomedical entity extractors,
MetaMap [30] for English and a similar tool for Spanish.
After identifying potential expressions, the group pro-
posed a filtering process based on two aspects: semantic
categories manually identified as relevant and the analy-
sis of the similarity between the candidate expressions
and the expression ‘‘disability’’ using word embed-
dings. To address the detection of negated disabilities,
SINAI used a bag-of-words based system to detect nega-
tion triggers and specific rules to determine the scope.

• IxaMed [31] - Ixa Group, University of the Basque
Country. For the detection of named disabilities, this
group used a deep learning system consisting of a Bidi-
rectional Long Short Term Memory (Bi-LSTM) net-
work and a Conditional Random Field (CRF) at the top.
While to process the English documents, IxaMed used
word embeddings and Brown clusters [32] as inputs,
for the Spanish documents they only used word embed-
dings. Although IxaMed used different word embed-
dings depending on the language, both embeddings were
generated using documents from the biomedical domain
(English: MIMIC-III corpus [33] - Spanish: Electronic
health records in Spanish). On the other hand, they used

3Sociedad Española de Procesamiento del Lenguaje Natural:
http://www.sepln.org
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a rule-based system, for both the detection of abbrevi-
ations and the detection of negation triggers. Finally,
in order to detect the scope of the negation IxaMed group
used a model based on neural networks.

• IXA [34] - Ixa Group, University of the Basque
Country. This model deals with the detection of both
disabilities and negation triggers using the ixa-pipe-
nerc [35] tool and the Perceptron implementation con-
tained in the Apache OpenNLP project. Among the
different types of inputs used by IXA were the public
gazetteers and clusters, such as Brown and Clark [36].
In order to identify the scope of the negation, they
assumed that each negation trigger identified in a sen-
tence affects all disabilities found in that sentence. Given
this assumption they set the scope from the first identi-
fied term in that sentence to the last.

• GPLSIUA [37] - Natural Language Processing and
Information Systems Group, University of Alicante.
Analogous to the proposal submitted by SINAI group,
this approach consists of two parts: an expression extrac-
tor and a candidate expression filtering process. While
the extractionmethod proposed by SINAI group is based
on external biomedical resources, the method proposed
by this team is much more generic, dealing only with
the extraction of all noun phrases in each sentence.
This proposal transfers the responsibility of filtering
candidates to a machine learning system known as
CARMEN [38], which uses Random Forest and is
trained with several features of the text, e.g. suffixes,
affixes, etc. This system also uses some contextual
information on the ‘‘relevance’’ of lemmas of certain
terms that appear in a fixed-size contextual window.
Regarding the recognition of negated disabilities, this
team proposes a dictionary-based system for the identi-
fication of negation triggers and the application of rules,
such as those employed by IXA for the identification of
the scope.

• UPC_3 [39] - TALP research group, Polytechnic
University of Catalonia. Two different proposals were
presented by this team: one was based only on CRF and
other one was based on the tuple Bi-LSTM and CRF.
While the CRFmodel was trained using several features,
including lemmas, suffixes, part-of-speech and word
embeddings, the Bi-LSTM+CRF model was trained
only using word embeddings. UPC_3 carried out several
experiments with different kinds of embeddings, one
was trained with generic documents (sources such as
Wikipedia among others) and another one trained only
with documents from the biomedical domain (research
articles, electronic health records, etc.). In order to
avoid over-fitting during the training, this team pro-
posed a semi-supervised methodology using unlabeled
documents during the training. Finally, to process the
negation and its scope they used a system known as
ABNER [40].

• UPC_2 [41] - TALP research group, Polytechnic Uni-
versity of Catalonia.Based only on the use of a CRF for
the identification of named disabilities, the system that
proposed this team was trained with both syntactic and
semantic features. Thus, some studied features include
casing information such as capitalization and the use of
non-alphanumeric elements, which are considered use-
ful by different teams for the detection of abbreviations.
This team also used a list of terms that were extracted
from the training set in order to represent if a term found
in the test set is of interest or not. Finally, UPC_2 used
a NegEx-based [25] method to detect negated entities.
After applying this method, this team used the distance
between identified negation triggers and named disabil-
ities to filter out possible false positives.

• UC3M [42] - Human Language and Accessibility
Technologies Group, Carlos III University. This team
used a Bi-LSTM+CRF based architecture to deal at the
same time with the recognition of named disabilities and
the identification of negation. Unlike other teams that
used a similar architecture, UC3M trained the system
using exclusively the following distributed representa-
tions: word embeddings for terms representation, char-
acter embeddings to represent n-grams of characters and
sense embeddings for disambiguation. This team used a
LSTM to process the sequence of character embeddings
of each word. The output of this LSTM, along with word
embeddings and sense embeddings, are the input of the
Bi-LSTM+CRF model.

• LSI_UNED [9] - NLP & IR group, National Dis-
tance Education University. This team proposed an
automatic annotation tool similar to UMLS MetaMap
Transfer (MMTx) to extract biomedical concepts. The
system generates different variants of the same disability
aiming to improve coverage. This proposal uses external
resources to perform some language processing tasks,
and it begins with the thesaurus (lists of disabilities
and body functions) processing in which the variants
of the disabilities it contains are generated. Then, given
a document, this system identifies the noun phrases
and generates their variants. Variants of the disabilities
and the body functions are generated in the document
using Wordnet [43]. In addition, it is possible to config-
ure the variant generation levels in the document and
the thesaurus. In the last phase, the system employs
a ranking based selection function which takes into
account four measures: centrality, variation, coverage
and cohesiveness.

2) SUMMARY OF EXPLORED FEATURES AND ALGORITHMS
Table 2 shows a comparison of the different features and
resources used by each team to deal with the recognition
of named disabilities. Both supervised and unsupervised
systems are included in the comparison. Although the use of

155402 VOLUME 8, 2020



H. Fabregat et al.: Understanding and Improving Disability Identification in Medical Documents

TABLE 2. Comparison of features and resources used by participating teams. Each column represents one of the participants and each row represents if a
feature or resource has been used or not. (G) Generic domain sources - (E) Specific domain sources - (C) Characters - (S) Sense.

FIGURE 1. Examples extracted from the partial evaluation ground truth where the minimum unit considered for
each disability is shown.

embeddingswas very common, not all the supervised systems
used them. UPC_3 presented runs studying embeddings from
different sources (generic and specific domain), and UC3M
considered both, character and sense embeddings, as well as
word embeddings. IxaMed applied calculated embeddings
using electronic health reports. Furthermore, amongst other
NLP techniques, such as lemmatization or the extraction of
suffixes/prefixes, the use of clustering and part-of-speech
techniques were a popular practice, especially to reduce and
to label the considered vocabulary. Part-of-speech taggers
were considered by the participants to be very useful for
the identification of qualifying expressions i.e. expressions
which denote temporality or severity. Finally, other proposals
introduced by the participants were the use of casing infor-
mation and some external resources. While some teams used
casing information to support the identification of abbrevia-
tions, the use of dictionaries and other external resources such
asWordnet, was mainly reported by unsupervised approaches
(LSI_UNED and SINAI). Both unsupervised approaches
were based on a similar pipeline architecture: candidate
expression retrieval + filtering process based on external
knowledge.

Finally, regarding the proposed architectures for named
disability recognition, both supervised and unsupervised pro-
posals were presented, being more frequent supervised or
semi-supervised models. On the other hand, although solu-
tions based on different kinds of algorithms (support vector
machine, conditional randomfields, random forest, etc.) were
proposed, most of them were based on neural networks and
deep learning.

C. DIANN SHARED TASK: ANALYSIS
This section aims to identify themost influential features used
by the participating systems. We have also analyzed the most

frequent errors made by each system. From these studies and
the results of the participant teams, we provide a number of
insights for the design of systems to recognize disabilities
mentioned in medical documents, that can also be useful for
other kinds of entities.

In order to evaluate different aspects of the task, two types
of matching criteria were applied: exact and partial.While the
exact matching criterion looks for every proposed annotation
to match exactly with the ground truth, the partial matching
criterion looks for each disability to have at least its identified
minimum unit or core contained in the ground truth. To carry
out this evaluation, a file with the core of each annotation has
beenmanually generated. Some examples included in this file
can be seen in Fig. 1.

Precision, recall and f-measure are reported for each lan-
guage taking into account the different matching criteria.
Tables 3 and 4 show the best results obtained by each team
for ‘‘named disability recognition’’ and ‘‘named disability
recognition and negated disabilities identification, jointly’’,
respectively. Both tables show the results obtained for both
languages using both evaluation criteria (exact and partial
matching).

Concerning the recognition of disabilities, as shown
in Table 3, the best systems were presented by IxaMed,
UC3M and UPC_3; all of them based on Bi-LSTM and CRF.
While UC3M and UPC_3 proposed a strategy based on one
classifier, IxaMed opted for a cascade approach considering
the annotation of disabilities and the annotation of abbre-
viations in different phases. LSI_UNED and IxaMed used
rule systems based on casing information to detect abbre-
viations. This strategy showed a high performance, espe-
cially analyzing the partial evaluation results. Most systems
exhibit notable differences in performance comparing partial
and exact results. The system proposed by SINAI was one
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TABLE 3. Results of named disability recognition using exact and partial evaluation (in brackets). The results obtained by both, supervised (S) and
unsupervised (U) systems are shown.

TABLE 4. Results of the recognition of negated disabilities using exact and partial evaluation (in brackets). Results obtained by both supervised (S) and
unsupervised (U) systems are shown.

of the least affected by the type of evaluation. However,
this approach produced a large number of false positives,
probably due to the mechanism used to filter candidate
expressions according to the distance between embeddings.
LSI_UNED was the other system that adopted an unsuper-
vised approach divided into a candidate extraction phase
and a heuristic-based filtering process. This system obtained
competitive results, especially in English and for the partial
matching criteria. The versions of Wordnet used for each
language may be the reason of the performance differences
between languages. In addition, LSI_UNED generated short
annotations, often ignoring temporality or severity modifiers.
In this respect, approaches using part-of-speech or sequence
processing architectures, e.g. LSTM and CRF, had better
results. LSI_UNED and SINAI accumulated some errors
identifying diseases as disabilities. Finally, clustering tech-
niques were very useful as method of generalization and
representation, e.g. IXA and UPC_3, obtained very interest-
ing results using these methods intensively. To summarize,
detected errors were mostly found on the following aspects:
• Temporality and/or severitymodifiers were not detected.
Many of the detected errors in the exact evaluation are
related to this.

• Identified diseases (e.g. Parkinson) or symptoms (e.g.
headache) as disabilities. It is most observed in
approaches that used external resources.

• Some disabilities described with more than 4 or 5 words
were not covered, e.g. ‘‘Patient unable to perform activ-
ities of daily living autonomously. . . ’’. Both super-
vised and unsupervised systems have reported those
errors.

Regarding the detection of negated disabilities, Table 4 shows
the best results obtained by each team, considering simul-
taneously the detection of named disabilities and the iden-
tification of negated ones. For this evaluation, any negated
disability was considered as false negative if only the dis-
ability was correctly identified and missing the trigger or the
scope of the negation. Most teams used predefined lists of
negation triggers and specific rules based on the concurrence
of these triggers with one or more disabilities. Those systems
defined the scope of a negation from the negation trigger to
the last disability identified in the same sentence. UPC_2 and
UPC_3 proposed solutions based on ABNER and NegEx,
obtaining outstanding results.

Since the task of negation recognition was limited to
negations that affected one or more disabilities, all systems
filtered out the found negations based on this condition. Con-
sequently, the results shown in Table 4 are strongly related
to the ones shown in Table 3. In summary, IxaMed, UPC_3,
UPC_2 and IXA reported best results in the identification
of negated disabilities. Systems using ABNER or NegEx
(UPC_3 and UPC_2) had better results in English than in
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FIGURE 2. Model proposed including its inputs and layers. The post-processing rules are applied to the output of the deep
learning model.

Spanish, while systems based on ad-hoc rules (IxaMed and
IXA) had better results in Spanish.

D. NEW PROPOSAL
This section presents a set of experiments carried out con-
sidering some lessons learned from the presented approaches
to the task on named disability recognition. We have focused
the experiments on supervised approaches. Fig. 2 shows the
architecture we have studied. This model is based on
Bi-LSTM and CRF, in line with the teams that obtained the
best results: IXAMED and UC3M teams.

We have used a Bi-LSTM and a hyperbolic tangent as
activation function to process word and char embeddings,
casing information, part-of-speech and Brown clusters. After
analyzing different sizes for the proposed model, the size
of the main Bi-LSTM is similar to the size reported by the
IXAMED and UC3M teams, 150 neurons in the output layer.
In addition, we have used a second Bi-LSTM with 50 neu-
rons to process each word as a sequence of characters. The
concatenation of both Bi-LSTMs is processed using a CRF.
Given the small size of the corpus, we have trained this deep
learning model considering small batches (16). Additionally,
we have added dropouts of 0.25 between processing layers
and, we have used Adam [44] as optimizer function with a
learning rate of 0.01. In addition, as proposed by IXAMED,
a small set of post-processing rules has been implemented.
Specifically, we have implemented a set of rules to detect
abbreviations (inspired by [45]) and to process special cases
detected in the training set. Some of the rules are focused on
the processing of enumerations, e.g.:

• If an annotation contains a statement such as:
‘‘<dis>cognitive delay/mental disability</dis>’’,
then it is divided into ‘‘<dis>cognitive delay</dis>’’
and ‘‘<dis>mental disability</dis>’’.

• If an annotation contains a statement such as: ‘‘severe
or <dis>moderate loss of vision</dis>’’, then it
is expanded to ‘‘<dis>severe or moderate loss of
vision</dis>’’.

The following techniques and representation methods have
been studied using the described architecture:
• Pre-trained Word embeddings (W). The experiments
were carried out using Glove [46] for both languages and
working with the 200-dimensions model.

• Char embeddings (Ch).Due to the reduction of dimen-
sionality caused by the use of word embeddings, some
systems use this representation to reduce the loss of
information. In order to obtain a sequential processing,
a model based on LSTM has been used.

• Brown cluster (B). Cluster-based representations are
very useful to support generalization capabilities of
word embeddings. Brown clustering is based on the
premise that expressions that occur in similar contexts
could be semantically related. We modelled this feature
using an one-hot vector.

• Part-Of-Speech embeddings (P). Part-of-speech tag-
ging has been considered as an element to be analysed,
since most of the complexity of this task consists on
identifying each disability with its severity and/or tem-
porality qualifiers.

• Casing vector (C). This vector encodes format infor-
mation, in some cases omitted by word embeddings,
e.g.: Expression: 01234AB − > Casing Label: mainly
numerical expression.
Expression: Mentally − > Casing Label: uppercase
expression.

• Attention (A). The attention method proposed by [47]
was used to consider the filtering mechanism suggested
by the SINAI team. This attention method weights each
term according to its relation with certain recurrent
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TABLE 5. Obtained results before applying post-processing rules using exact and partial evaluation (in brackets). The best obtained results for each
language, sorting by f-measure achieved in exact evaluation are shown in boldface. (W) Word embeddings - (Ch) Char embeddings - (C) Casing -
(B) Brown clusters - (A) Attention.

TABLE 6. Obtained results after applying post-processing rules using exact and partial evaluation (in brackets) and comparison with state-of-the-art
systems. Best obtained results for each language, sorting by f-measure achieved in exact evaluation are shown in boldface. (W) Word embeddings - (Ch)
Char embeddings - (C) Casing - (B) Brown clusters - (A) Attention.

terms. Although we carried out some experiments with
different sets of terms, we obtained the best results with
the average of the terms ‘‘disability’’ and ‘‘handicap’’.

IV. RESULTS
Table 5 shows the obtained results before applying
post-processing rules for both languages and they were
indexed according to the used features. These results show
a remarkable difference in performance between exact and
partial evaluation. In many cases, this difference may be
explained as a result of the difficulties faced to identify
contextual or modifying elements related to labeled disabil-
ities. While in Spanish, the best results were obtained using
characters and casing information, in English the best results
were achieved including part-of-speech tags and the attention
mechanism. Limitations of the part-of-speech model used in
Spanish may be the cause of this discrepancy.

As shown in Table 6, after applying the post-processing
rules we obtained notable improvements in both languages,
being more evident in Spanish. On the other hand, although
the obtained results show clear improvements, the high results
of recall obtained by the IXAMED group stand out. These
results could be a consequence of the use of specific embed-
dings from the biomedical domain. In summary, the proposed
system improves the results obtained by the best participating
system using a set of features suggested during the task.

V. DISCUSSION
During the evaluation task, two matching criteria were
proposed, each focusing on a different point of the task.

Each criterion has been useful to analyze different aspects
of the participant proposals. For example, since the exact
matching criterion requires the identification of all possible
modifiers of each identified disability, some tagging pro-
cesses such as Part-of-Speech have proven to be very useful
to refine the generated annotations. Considering the partial
matching criterion, the analysis of the obtained results has
helped us to identify elements of interest in the recognition
of isolated disabilities.

Given the propensity in medical documents to use abbre-
viations, elements focused on the processing of this type of
entities are of great interest. We have improved the identifica-
tion of abbreviations considering methods such as casing or
character sequence processing. The model used to represent
character sequences has been quite versatile, allowing both
the representation of n-grams and the representation of terms
not included in the word embeddings.

On the other hand, disabilities can be expressed in count-
less ways. While the use of clustering techniques has sup-
ported the identification of semantically similar terms, the use
of the attentionmodel has contributed to reduce the number of
false positives. However, and considering the reduced size of
the corpus, an in-depth analysis of this mechanism and its
effects has not been performed. Improvements using this
method have only been achieved in English.

Finally, the use of post-processing rules, focusing on the
improvement of the exact matching evaluation results, has
been highly effective. Most of the implemented rules have
been useful to deal with enumerations and abbreviations,
improving the previously achieved recall results.
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Concerning state-of-the-art systems, IXAMED uses both
custom embeddings (generated with medical reports) and
ad-hoc post-processing rules to deal with the recognition of
abbreviations, which would justify the achieved results of
recall.

VI. CONCLUSION
In this article, we have addressed a problem rarely addressed
in the biomedical domain: the detection of named disabilities.
With the support of medical doctors, we have annotated a
collection of disability-related documents that can be used as
a starting point for future works about collecting information
about disabilities and its implications for society. Annotated
documents are available both in English and in Spanish,
allowing the study of multilingual approaches using the same
evaluation framework. We have organized an evaluation task
related to the detection of disabilities in scientific documents.
This task has allowed us to study different approaches in a
well-defined evaluation framework. Eight participating teams
took part in the task using a wide variety of resources, tech-
niques and approaches. Both supervised and unsupervised
systems were presented.

The objective of this work has been to take advantage
of an in-depth analysis of the task proposals to develop a
new model that includes the most relevant aspects of each
participating proposal. The new model achieved interesting
improvements in both languages and the conclusions reached
on each analyzed element can serve as a road-map for future
research on the detection of this kind of entities, among
other similar ones. Despite the good results, there is still
room for improvement. We proposed the task considering the
bilingualism aspect and all participants developed specific
systems for each language. Differences between English and
Spanish results may be due to the quality of the used external
resources, especially for unsupervised systems.

Finally, the detection of negated disabilities has not been
analyzed in depth by this work due to the reduced num-
ber of negations contained in the corpus. As future work,
we will study the performance of different approaches in the
detection of negation, using this corpus and similar ones as
benchmark.
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