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Abstract

Challenging domains of the future such as Smart Cities, Cloud Computing,
or Industry 4.0 expose highly variable systems with colossal configuration
spaces. The automated analysis of those systems’ variability has often relied
on SAT solving and constraint programming. However, many of the analyses
have to deal with the uncertainty introduced by the fact that undertaking
an exhaustive exploration of the whole configuration space is usually in-
tractable. In addition, not all analyses need to deal with the configuration
space of the feature models, but with different search spaces where analyses
are performed over the structure of the feature models, the constraints, or
the implementation artifacts, instead of configurations. This paper proposes
a conceptual framework that tackles various of those analyses using Monte
Carlo tree search methods, which have proven to succeed in vast search spaces
(e.g., game theory, scheduling tasks, security, program synthesis, etc.). Our
general framework is formally described, and its flexibility to cope with a
diversity of analysis problems is discussed. We provide a Python implemen-
tation of the framework that shows the feasibility of our proposal, identifying
up to 11 lessons learned, and open challenges about the usage of the Monte
Carlo methods in the software product line context. With this contribution,
we envision that different problems can be addressed using Monte Carlo sim-
ulations and that our framework can be used to advance the state-of-the-art
one step forward.
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1. Introduction

The Automated Analysis of Feature Models (AAFM) [1, 2] is one of
the most active Software Product Line (SPL) research areas in the last
decade [3, 4, 5, 6]. In highly configurable systems, AAFM is a challenging
task because it requires coping with a variety of problems which involve inter-
related features and colossal search spaces. For example, we find multiple
operations, such as counting the number of products [7, 8, 9] and optimizing
configurations [10, 11, 12], which are performed on the entire configuration
space. Other operations are performed on feature models (e.g., evolution [13]
and reverse engineering [14, 15]). Finally, there are other analyses where the
main subjects to reason about are the products (e.g., testing [16, 17]) or the
constraints of the feature models [18].

Many of these analyses have to deal with the uncertainty introduced by
the fact that undertaking an exhaustive exploration of the whole search space
is usually intractable. In some cases, complex computations are required to
take simple actions. For instance, deciding when to include or exclude a fea-
ture in a configuration impacts the convenience and analysis of further selec-
tions [19, 20]. Moreover, those decisions are not commonly intuitive. For in-
stance, when reverse engineering feature models, practitioners have to decide
the structure of the resulting feature model in terms of the parent-child re-
lationships [14, 21]. Other situations require tackling uncertainty because of
the aforementioned combinatorial nature of the search space, which includes
different types of selections such as alternatives (xor), or cardinality-based
selections [22]. For instance, solving analyses of probability in configuration
selections according to performance goals is challenging because the whole
configuration space is unknown for large-scale feature models [23, 24].

AAFM has relied on propositional logic or SAT solving [25, 26, 27], con-
straint programming [1], Binary Decision Diagrams (BDD) [8, 28], statisti-
cal analysis [29], genetic algorithms [14, 30], or metaheuristics [31], among
others [4]. SAT solvers could face scalability problems for large-scale mod-
els [26, 27]. Some statistical analyses require the construction of BDDs (e.g.,
determining the distribution of the number of features among all valid con-
figurations or testing the uniformity of a random sampler on complex models
with thousands of features) [29, 32], which can be intractable [9]. Other ap-
proaches like genetic algorithms [14, 30] and metaheuristics [31] require to
incorporate specific domain knowledge, and analyzing and inferring results
from the final solutions which is not straightforward. In addition, these tech-
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niques offer little information about the intermediate steps of the analysis
process that allows considering other valuable alternatives before obtaining
the final solution.

In this paper, we present a conceptual framework based on Monte Carlo
methods [33], which use randomness for deterministic problems that can be
represented as sequences of step-wise decisions. Monte Carlo methods can
be used with little or no domain knowledge, and have succeeded on difficult
problems where an exhaustive exploration of the search space cannot be per-
formed. In particular, we adopt the Monte Carlo Tree Search (MCTS) [34, 35]
method. MCTS has been successfully applied to several domains [34], stand-
ing out in game theory [36] where it has been shown to scale to large search
spaces such as those that typically characterize SPLs. Thus, we conjecture
that MCTS may have a great impact in the AAFM. In this paper, we make
the following contributions:
• We formally present our MCTS framework, identify a set of analysis prob-
lems in SPL that can be worthy of examining with the MCTS method,
and map them to the conceptual framework (Section 3).

• We provide a complete implementation of the MCTS framework1, includ-
ing three different Monte Carlo methods (Section 4).

• We formally model and solve different problems concerning configurations
(Section 5) and features models (Section 6) using our framework, and
explain the knowledge we can infer with MCTS.

• We identify up to 11 lessons learned and open challenges of applying
Monte Carlo methods in the context of SPLs (Section 5 and 6).

MCTS has already had a profound impact on artificial intelligence for do-
mains that can be represented as trees of sequential decisions, particularly
games and planning problems (Section 7). In the area of SPLs and AAFM,
MCTS can provide an agent with some decision-making capacity with very
little domain-specific knowledge, and its selective sampling approach may
provide insights into how other analysis techniques, such as search-based
algorithms, could be hybridized and potentially improved [10]. We envi-
sion that different problems can be addressed using Monte Carlo simulations
with this contribution. Accordingly, this new approach can be of considerable
value to advance the state of the art of the AAFM one step forward.

This paper extends the work published as a conference paper in SPLC’21 [37]

1https://github.com/diverso-lab/fm_montecarlo
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by adding the following contributions: (1) a set of 11 lessons learned and open
challenges for the application of Monte Carlo methods in the context of SPLs
and AAFM; (2) a complete implementation of the MCTS conceptual frame-
work is provided, in contrast to the prototype presented in the previous work
(Section 4); (3) support for extended (attributed) feature models (Section 2)
and formalization of a new analysis problem for optimizing configurations
(Section 5.4); and (4) all SPL problems previously proposed have been fully
formalized, extending the applicability of two of them with up to 8 feature
models comparing the different Monte Carlo methods (Section 5.2 and 5.3).

2. Background

This section introduces the feature model formalization and the running
example used throughout the paper.

Definition 1 (Feature, Feature model). A feature f is a characteristic
or end-user-visible behavior of a software system [38]. A feature model m is
a set of features F and their relationships. Formally, a feature model m is
defined as a 4-tuple (F, r,R,Π):

• F is a finite set of features.

• r ∈ F is the root feature.

• R ⊆ F × F n ×N2 is the finite set of decompositional relationships be-
tween features. Each relationship is denoted as

(
f, [g1, g2, . . . , gn], ⟨a..b⟩

)
meaning that f is the parent feature of sub-features gi, 1 ≤ i ≤ n, with
a multiplicity ⟨a..b⟩ [22]. Whenever f is included in a configuration, at
least a and at most b of the gi’s must be included as well. We use ⟨0..1⟩
for optional features and ⟨1..1⟩ for mandatory features when n = 1;
and ⟨1..1⟩ for alternative-groups and ⟨1..n⟩ for or-groups when n > 1.
For convenience, we will also use the notation f ≺ g to represent that
the feature f is the parent of a feature g regardless multiplicity; and we
use the notation f ≺≺ g to represent that the feature f is an ancestor
of the feature g. Note that a feature f can appear in more than one
relation r ∈ R as a parent feature.

• Π is a set of cross-tree constraints defined as arbitrary propositional
formulas over the set of features F , i.e., Π ⊆ B(F ).

■
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Legend:
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Glucose => python-sat ∨ pyglucose
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User rating = 243
Last update = Dec 4, 2021

User rating = 1
Last update = Apr 14, 2019

User rating = 158
Last update = Nov 9, 2017

User rating = 2
Last update = Aug 1, 2017

attributes

Figure 1: Extended feature model of the SPL for an AAFM framework in Python.

Feature models can be extended to incorporate additional information
about the features in terms of attributes.

Definition 2 (Attribute, Extended feature model). An attribute is a
non-functional property associated to a feature (e.g., cost, energy consump-
tion, etc.). Attributes are defined with a type (e.g., numeric) and a domain
(e.g., positive integers), and optionally also with a range. An extended feature
model (also called attributed feature model) is a feature model where addi-
tional information about the features is provided in terms of attributes. ■

Figure 1 shows an extended feature model representing an SPL for a
Python framework to support AAFM [39]. AAFMFramework is the root of the
feature model. The mandatory relation between the root and the System

feature can be described by the relation (AAFMFramework, [System], ⟨1..1⟩),
while the relations between the AAFMFramework feature and its optional chil-
dren are described by the relations (AAFMFramework, [Packages], ⟨0..1⟩) and
(AAFMFramework, [Solvers], ⟨0..1⟩), respectively. To reason about models and
implement analysis operations, the framework can use a selection of Solvers
represented by the or-group relation (Solvers, [MiniSAT, PicoSAT, Glucose],

⟨1..3⟩). Each solver will require one or more Python packages which offer the
implementation for that solver. For instance, the MiniSAT solver is provided
by the python-sat package, while the PicoSAT solver is offered by the pycosat
or by the pyPicosat packages. These kinds of relations are represented as tex-
tual cross-tree constraints, as for example PicoSAT ⇒ pycosat ∨ pyPicosat.
Features representing the Python packages have two attributes associated:
the user rating values and the last release update date, both values have been
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obtained from the Python Package Index (PyPI) repository.2 Finally, a spe-
cific version of the framework can be deployed in Linux or Windows systems,
choices represented with the alternative-group (System, [Linux, Win], ⟨1..1⟩).
Definition 3 (Configuration, Partial Configuration, Valid Configu-
ration). A configuration c of a feature model m is a subset of its features,
i.e., c ∈ P(F ),3 meaning that the features in c are selected to be part of the
configuration, and the remaining features in F are not included in c. A con-
figuration c is partial if there are features in F that need to be still decided
in order to be selected or not selected as part of the configuration c [25]. A
configuration is valid if and only if it fulfills all the feature dependencies of
m. The feature dependencies of m are given by the set of decomposition
relations R (i.e., the tree hierarchy) and the set of cross-tree constraints Π.
A partial configuration is valid if the selected features do not neglect the
dependencies of the feature model m. ■

An example of a valid configuration of the feature model depicted in Fig-
ure 1 is {AAFMFramework, System, Linux, Solvers, MiniSAT, Packages, python-sat}.
An example of a valid partial configuration is {AAFMFramework, System, Solver}.

3. MCTS Conceptual Framework for feature model analyses

In this section, we first present our conceptual framework (Section 3.1)
to model problems that can be solved with Monte Carlo methods, especially
with MCTS, and discuss the type of analyses that can be performed with
MCTS. Then, we define a mapping between problems in SPLs and the con-
cepts of the MCTS framework (Section 3.2).

3.1. Monte Carlo methods and MCTS

MCTS is a method for finding optimal decisions in a given domain by tak-
ing random samples in the search space [35]. MCTS is based on decision and
game theory [40], and on Monte Carlo [33] and bandit-based methods [41],
where sequential decision problems are modeled as a kind of search problems.
Inspired by Markov Decision Processes [40] and following the concepts used
in game theory [40] to formally define a game as a kind of search problem,
we provide the following definition that allows representing SPL problems as
a sequence of decisions to be solved by Monte Carlo methods:

2https://pypi.org/
3P(F ) is the powerset of F (i.e., the set of all subsets of F ).
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Definition 4 (Monte Carlo decision process). A Monte Carlo decision
process is a 6-tuple with the following elements (S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ):

• SSS: set of all possible states.

• s0 ∈ Ss0 ∈ Ss0 ∈ S: initial state that specifies how the problem is set up at the
start.

• t : S → Bt : S → Bt : S → B: terminal condition that is true when the problem is over (or
there are no more decisions to be taken) and false otherwise. States
that meet the terminal condition are known as terminal states. The set
of terminal states is called ST ⊆ S.

• AAA: set of valid actions.

• θ : S × A → Sθ : S × A → Sθ : S × A → S: state transition function that defines the result of ap-
plying an action, which leads to a new successor state.

• µ : S → Rµ : S → Rµ : S → R: reward function (also known as utility, objective or payoff
function) that defines the final numeric value for a problem that ends
in a terminal state st ∈ ST .

■

Together, the initial state s0, the set of actions A, and the transition
function θ implicitly define the search space (or state space) of the problem.
Formally, we define the search space as follows:

Definition 5 (Search space). Given a problem p = (S, s0, t, A, θ, µ)p = (S, s0, t, A, θ, µ)p = (S, s0, t, A, θ, µ), the
search space is the set of all nodes reachable from the initial state s0 by
any sequence of actions in A. A node in the search space consists of a pair
(state, list[actions]) ∈ S × A∗. That is, each node represents a state of
the domain together with a list of actions that trace the node back to the
initial node (s0, ϵ), and the links to child nodes represent actions that lead
to successor nodes. ■

Please observe that since θ is a function, and as such, it is deterministic,
the nodes in the search space as defined form a tree rooted in (s0, ϵ) in which
there is a transition function between nodes θ′ : S × A∗ × A → S × A∗ such
that θ′(s, ω, α) = (θ(s), ωα). The concept of search space is illustrated in
Figure 2 (a) where the nodes are depicted as states for clarity of exposition.
Note that there are no replicated nodes, but there may be duplicated states

7



���

������������	���

���

���

���


�������	�

��������������

����	������

�����

�	���������	����

�	�����������	���

���

�

��

��������������

�������

	���

��
��

��

��������������

��

���������	�
���� ���������������
���������


�������

����	�

������������	
�	�����������	�

�������

Figure 2: Search space for a generic problem modeled as a sequence of (state, action)
decisions (a), and the Monte Carlo simulations approach (b).

in different nodes whenever the same state can be attained through differ-
ent action sequences. Thus, overall decisions are modeled as sequences of
(state, action) pairs.

Basic Monte Carlo approach. Monte Carlo methods are used to decide
the optimal decision (i.e., choosing an action) from a given state s by running
simulations. A simulation is a random or statistically biased sequence of
actions applied to the given state until a terminal state st is found. The
terminal state st is then evaluated using the reward function µ obtaining a
reward value zi associated with that simulation, as shown in Figure 2 (b).
Running a number of simulations N from the given state s, Monte Carlo
approximates the expected reward each action can achieve from that state
s, i.e., Q(s, a). The expected reward of an action is called the Q-value (also
called Monte-Carlo value or MC value) [42] of that action, and it is defined
as the mean of all rewards obtained from the simulations performed from
state s choosing action a:

Q(s, a) =
1

N(s, a)

N(s)∑
i=1

Ii(s, a)zi (1)

8



Algorithm 1 Basic Monte Carlo method.

1: function MonteCarlo(s)
2: Q,N ← 0.0, 0 ▷ Initialize dictionaries of (action, float) and (action, int), respectively.
3: while not stopping criteria do
4: a← random.choice(A) ▷ Select a random valid action.
5: z ← SIMULATION(s, a) ▷ Run a simulation.
6: N [s, a]← N [s, a] + 1 ▷ Update visits count.

7: Q[s, a]← Q[s, a] +
z−Q[s,a]
N [s,a]

▷ Update the Q value.

8: end while
▷ Choose the best-performing action according to some criteria (e.g., action with maximum Q).

9: return BEST ACTION(s, Q, N)
10: end function

where N(s, a) is the number of times action a has been selected from state s;
N(s) is the number of times a simulation has been run from state s; zi is the
reward result of the ith simulation; and Ii(s, a) is 1 if action a was selected
from state s on the ith simulation or 0 otherwise. Algorithm 1 summarizes
in pseudocode the basic (also called “flat”) Monte Carlo method.

A great benefit of Monte Carlo methods is that the values of intermediate
states visited during the simulations do not have to be evaluated. Only the
value of the terminal state at the end of each simulation is required.

Monte Carlo Tree Search. The MCTS method [35] extends the Monte
Carlo principle by using the expected reward (Q-values) obtained from simu-
lations to build an incremental and asymmetric tree search which is then used
for subsequent decisions. We use the term tree search for a tree, generated by
MCTS, that is superimposed on the full search space, and examines enough
nodes to allow the MCTS method to determine what decision to make. As
shown in Figure 3, the basic MCTS algorithm (summarized in pseudocode
in Algorithm 2) involves iteratively building and using a tree search until
some predefined stopping criteria (e.g., time, memory, number of iterations)
is reached. Four steps are applied per search iteration [35]:

1. Selection. Starting with the initial state s0, the tree search is traversed
by recursively applying a selection function from the root node until
a frontier node sl is reached in the tree search. A frontier node is
a leaf node in the tree search that will be expanded in the following
step. Several strategies for selecting the nodes in the tree can be found
in [34]. The most popular one is the Upper Confidence bound for Trees
(UCT) [43] that, using the Q-values, attempts to balance exploitation
(i.e., search on areas that appear to be promising) and exploration
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1. The tree search is 
recursively transversed 

until a frontier (leaf) node 
is reached

2. One or more nodes are 
added to the tree search

3. A simulation is 
executed taking 
random choices

4. The reward result 
of the simulation is 
backpropagated in 

the tree search

BackpropagationSelection Expansion Simulation

Repeated X times

Figure 3: The MCTS approach (adapted from [35]).

(i.e., search on areas that have not been well explored yet).

2. Expansion. From the selected frontier node sl in the tree search, one
or more child nodes are added to expand the tree according to the
actions A. Note that at this point, the frontier node is not a leaf node
anymore in the tree search.

3. Simulation. A simulation is run from the new node(s) by doing ran-
dom actions until a terminal state is reached. The terminal state is
evaluated, producing an outcome z (i.e., the reward value).

4. Backpropagation. The statistics of each node in the tree that was
traversed during the selection step are updated. That is, the visit
counts N(s, a) are increased, and the expected reward Q(s, a) is mod-
ified according to the outcome z from the simulation.

As soon as the search terminates, the best action of the initial state s0
is selected (BEST ACTION(s0)). Several criteria are described in [44], such as
choosing the action with the highest reward. In addition to the best decision,
MCTS also provides useful knowledge in the form of statistics stored in the
tree search that can be used to make analyses, as we will show throughout
the paper.

In SPL, MCTS can be applied to find optimal decisions in problems where
decisions can be difficult to handle and take because of the high number of
potential configurations, products, and variants. Some of the analyses that
can be performed with MCTS include:

10



Algorithm 2 General Monte Carlo Tree Search method.

1: tree← ∅ ▷ Initialize tree search: dictionary of (node, list[node]).
2: Q,N ← 0.0, 0 ▷ Initialize dictionaries of (action, float) and (action, int), respectively.
3: function MCTS(s0)
4: while not stopping criteria do
5: sl ← SELECTION(s0) ▷ Apply the child selection tree policy.
6: EXPANSION(sl) ▷ Add one or more nodes to the tree search.
7: z ← SIMULATION(sl) ▷ Apply the default policy.
8: BACKPROPAGATION(z, sl) ▷ Backup the reward, updating Q and N .
9: end while
10: return BEST ACTION(s0)
11: end function

▷ SELECTION, EXPANSION, SIMULATION, and BACKPROPAGATION are illustrated in
Figure 3. The implementation details are available online.

Analyses of complex systems from simple actions. There are prob-
lems where we can easily measure the complete set of actions within the
system, but we are unsure of the aggregate result. For example, selecting
a feature to be incorporated in a product is a very simple action to model,
but analyzing how that feature selection contributes to the complete prod-
uct is challenging due to the existing relations in the feature model and the
cross-tree constraints [45]. Here, MCTS can examine how each feature selec-
tion contributes to the complete product by modeling the feature selection
optimization problem [10, 31, 46, 47] as a sequence of decision steps. We
illustrate this type of analysis in Section 5.

Analyzing unintuitive results. Some problems admit multiple solutions.
For instance, in feature models’ reverse engineering [14, 15], an input set
of configurations may correspond to many potential output feature models.
Without taking into account domain knowledge, the features appearing in
all products (i.e., the core features [1]) may be considered interchangeable
in the resulting feature model. For that reason, MCTS can help a domain
engineer explore the alternatives to select the best model. We show this type
of analysis in Section 6.

Analyses of uncertainty. Some problems require handling uncertainty
due to the impossibility of dealing with the complete search space. An exam-
ple is the optimization of configurations based on non-functional properties
in large-scale feature models [10, 12]. The best configurations may be spread
across the configuration space, leading to a search-based software engineer-
ing technique to deal with many local optima [30]. In this case, MCTS is
useful to incorporate probability into the analysis. MCTS helps understand
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the probability distribution of the best configurations and analyze how such
distribution impacts the search-based optimization, so that we could penalize
the uncertainty or incorporate it into the search-based technique.

In addition to those analyses, in general, MCTS may be used for analyses
that have a probabilistic interpretation [29] or where simulation rather than
optimization is the most effective decision support tool [34]. As stated by
Schmid [48], Monte Carlo techniques can be promising for sensitivity analy-
ses, but they require a sound understanding of the uncertainty in the problem
to be analyzed for achieving correct and useful results.

3.2. Mapping SPL problems to the MCTS conceptual framework

To apply MCTS to SPL problems, we need to formulate the problem
as a sequence of (state, action) decisions using the conceptual framework
(S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ) introduced in the previous section.

Figure 4 shows a list of SPL problems that can be described as a se-
quence of decisions and mapped to the MCTS conceptual framework. The
most important definition is the concept of state, and thus, we classify the
problems according to what a state represents. In SPLs, a state may rep-
resent a configuration of a feature model, a partial configuration, a final
product, a feature model, an extended feature model, a configuration sam-
ple, a performance model of a configuration sample, a variation point and the
set of its variants to be decided, etc. The definition of the state will depend
on the problem’s nature. For example, in product configuration problems,
the states will represent configurations (valid or invalid) of a feature model,
partial configurations, or both partial and complete configurations; while in
problems dealing with the evolution of feature models, a state will represent
a feature model itself. Each definition of state will lead to a different set
of actions. States representing configurations will define actions that allow
moving from one configuration to another (e.g., actions for selecting a feature
and adding it to the configuration). States representing feature models will
define actions to modify the feature model (e.g., adding a new mandatory
or optional feature to the model). Different definitions of states and actions
will lead to a different search space.

Some of the definitions in the framework (S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ) can be shared
across several problems, while others will be specific of a particular situation
or problem instance. On the one hand, the set of actions and the transition
function are normally reused across different problems that share the same
definition of state. For example, the actions for selecting a feature in problems

12



Formal concepts to be defined:

A state is a feature model

Applicable problems
• Reverse engineering of feature models
• Evolution of feature models

• ...

A state is a configuration of a feature model

Applicable problems
• Finding minimum valid configurations
• Completion of partial configurations
• Localizing defective configurations
• Optimization of configurations

• ...

Others definitions of state

Examples and applicable problems
• A state is a product of an SPL (e.g., test suite priorization problem) 
• A state is a configuration + variation point (e.g., next release problem)
• A state is a (feature, attributes) pair (e.g., QAs generation problem)
• A state is a sample of configuration (e.g., feature interaction coverage)

• ...

States (S): Configurations of a feature model
(e.g., configurations, partial configurations,…)

Actions (A): Selection/Deselection of features
(e.g., select root feature, select mandatory feature, 

select optional feature, select alternative feature,…)

s0 t µs0 t µ

s0 t µs0 t µ

s0 t µs0 t µ

s0 t µs0 t µ

States (S): Feature models (e.g., feature models, 

cardinalitiy-based, extended feature models,…)

Actions (A): Creation/Modification of features, 
relations, and constraints

(e.g., add root feature, add optional feature, add mandatory 
feature, add alternative-group relation, add or-group 

relation, add feature to alternative-group, add feature to or-

group, add requires constraint, add excludes constraint,…)

s0 t µs0 t µ

s0 t µs0 t µ

θ θ

s0 t µθAS

s0 t µθAS

s0 t µθAS

s0 t µθAS

s0 t µθAS

s0 t µθAS

s0 t µθAS

s0 t µθAS

s0 t µθ AS States
Initial 
state

Terminal 
state

Actions State transition 
function

Reward 
function

Figure 4: Mapping of SPL problems to the MCTS framework (S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ).

where a state represents a configuration. On the other hand, the initial state
s0, the terminal condition t, and the reward function µ are problem-specific or
even different for a specific instance of a particular problem. For example, the
initial state is different in each problem instance of the completion of partial
configurations being the initial state a different input partial configuration.
The terminal state can also be instance-specific, such as in the problem of the
feature interaction coverage, where a state represents a set of configurations
and a terminal condition can be a sampling of configurations satisfying the
t-wise coverage for a specific feature [17].

In the following, we detail how to model different types of SPL problems
using the MCTS conceptual framework and analyze them.

4. Implementation of the MCTS framework

To demonstrate the applicability of our proposal, we provide an imple-
mentation of our MCTS conceptual framework, as well as an implementation
of the analysis problems described in the following sections. This section
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MCTS Conceptual Framework for SPLE

Knowledge Inference

• Best solution
• Step-wise decisions
• Statistics (μ, σ, M)
    - Execution time
    - Memory consumption
• Tree Search
• Heatmaps

• ...

Python framework for Automated Analysis 
[Galindo & Benavides, 2019]

Variability Models
• Feature Model
• CNF Model
• BDD Model
• Configuration
• Partial configuration

• ...

Operations
• Valid Configuration 
• Valid Partial Configuration
• Core Features
• Dead Features
• Products
• Uniform random sampling

• ...

Transformations

Solvers
(SAT, BDD,…)

Readers/Writers

Algorithms

Stopping Conditions
• Iterations constraint
• Time constraint
• Memory constraint

• ...
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Figure 5: MCTS conceptual framework architecture.

presents the architecture of the framework, including the Monte Carlo meth-
ods available.

The framework is available online4, and has been developed on top of the
Python framework for AAFM proposed in [39]. Note that the AAFM tool
has been tested in front of well-known testing techniques for AAFM (e.g.,
metamorphic testing) [49]. Figure 5 overviews the core architecture of our
implementation. It consists of three main modules: (1) the search space, in-
cluding the interfaces to model SPL problems; (2) the search-based algorithm
module, which includes the Monte Carlo methods; and (3) the knowledge in-
formation inference with the output information from the search.

4.1. Search space and interfaces for (S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ) modeling concepts

We provide three main interfaces (State, Action, and Problem) to be
implemented for modeling SPL problems as sequences of (state, actions)
pairs. The State interface specifies the methods necessary to build and
explore the search space, so that from a given initial state s0, we can reach all

4https://github.com/diverso-lab/fm_montecarlo
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states in S. The State interface has to be implemented only once defining
the state transition function θ (successors() and random successor()),
the is terminal() condition t, and the reward() function µ. Additional
implementation methods are required to guarantee the correct functioning
of the algorithms: for example, states must be comparable (eq() method)
and hashable (hash() method). The Action interface is defined for each
applicable action. The Problem interface specifies how a problem is set up
at the start by providing an initial state, and how a solution is decoded from
a terminal state to represent the solution in a human-readable form. Finally,
we provide an implementation of TreeSearch that the MCTS method will
use during the search. The tree search is based on Nodes representing the
states and the list of actions that trace the path to the initial state.

4.2. Search-based algorithms and Monte Carlo methods

Although our framework focuses on Monte Carlo methods, it can sup-
port any search-based algorithm that is built using the previous interfaces,
such as a classical A-star search (A*) [40] or genetic algorithms [30]. In the
Algorithms module of Figure 5, the algorithms and methods highlighted in
bold are fully implemented and ready to be used in our framework; the al-
gorithms in italics represent interfaces that can be further specialized; and
other algorithms and methods in regular font are possible extensions worthy
of being incorporated into our framework in the future. The Algorithm,
Monte Carlo and Monte Carlo Tree Search interfaces provide a base ab-
stract implementations of any search-based algorithm, Monte Carlo, and
MCTS method, respectively, which can be specialized with different algo-
rithms and variants of Monte Carlo methods [42]. The following generic
search-based algorithms are currently available:

• Random strategy. It chooses a random action from the current state
without running any simulation. This is not a Monte Carlo method it-
self, but it is often used in game theory to simulate a random player and
it is widely used as a baseline to compare Monte Carlo methods [34].

• A* search. It is an implementation of the most widely known form of
best-first search [40]. It evaluates nodes by combining the cost to reach
the current node and a heuristic of the cost to get from the current
node to a terminal node. This method is available only for testing the
correctness of the implementation of the states and the actions because
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this method performs an exhaustive search, which makes it infeasible
in practice for medium and large search spaces.

An implementation of several Monte Carlo methods, including MCTS, is
available to solve any problem that implements the aforementioned interfaces
(state, actions, problem). The Monte Carlo and MCTS methods available in
our framework are the following:

• UCT algorithm. An implementation of MCTS (Algorithm 2) that
builds a search tree and uses the UCT selection strategy [43], which
favors actions with a higher Q-value but allows at the same time to
explore those actions that have not yet been sufficiently explored. The
exploration vs. exploitation balance is controlled with an exploration
constant (0 ≤ EC ≤ 1) parameter with a default value of 0.5.

• Greedy MCTS. A best-first strategy that favors exploitation against
exploration. This method is equivalent to the UCT Algorithm with
the exploration constant EC = 0, and always chooses the action with
higher Q-value.

• Flat Monte Carlo. An implementation of the basic Monte Carlo
method (Algorithm 1) with random action selection and no tree growth.
It only considers the simulations from the current state without using
the information from previous simulations.

The framework is open for extension, and thus, further variants of Monte
Carlo and MCTS methods can be added to the framework such as par-
allel versions of both methods [50, 51] to improve the efficiency, Heuristic
MCTS [42], MC-RAVE [42], and further specialization that may include the
use of minimal cut sets [52], rare event simulations [53], or importance split-
ting [54], among others.

Configuration of the algorithms and Monte Carlo methods. Each
search-based algorithm, including the Monte Carlo methods, can be config-
ured with a stopping condition that specifies a computational budget (e.g.,
time, memory, or a number of steps) to find a solution, after which the al-
gorithm will return the solution (if found), as shown in Algorithm 3. If
no stopping condition is provided, the algorithm will run until a solution is
found. In addition, each Monte Carlo method can be configured with a sec-
ond different stopping condition that allows specifying a stopping criterion
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for making a decision during each algorithm step (e.g., number of simulations
or iterations, time to run a simulation or iteration), so that when the condi-
tion is reached, the Monte Carlo method will return the best decision found
at that particular step, as shown in Algorithms 1 and 2. Currently, two differ-
ent stopping conditions are implemented: (1) an Iterations constraint

which allows specifying a maximum number of steps for the algorithm to
find a solution or a maximum number of simulations or iterations for Monte
Carlo methods to make a decision; and (2) a Time constraint that allows
specifying a maximum execution time in seconds for the whole search or for
making a decision in Monte Carlo methods.

Moreover, each Monte Carlo method can also be configured with a selec-
tion criterion for the best action decision. For example, select the child with
the highest reward, the most visited child, the child with both the highest
visit count and the highest reward, or the child that maximizes a lower con-
fidence bound [44]. Currently, the selection criterium that returns the child
with the highest reward is available.

Finally, additional configuration parameters can be provided to Monte
Carlo methods. Concretely, due to Monte Carlo methods rely on randomness,
we provide a seed parameter to initialize the random generator and enable
experimental reproducibility. Also, a number of runs can be specified (default
is 1) to repeat an experiment several times (e.g., 30) and obtain the median,
means and standard deviation of different statistics, as explained below.

Algorithm 3 Generic algorithm to solve a problem with MCTS.

1: function FindSolution(s0)
2: state← s0
3: while within computational budget and not is terminal(state) do
4: state←MCTS(state) ▷ Run MCTS (Algorithm 2).
5: end while
6: return state
7: end function

4.3. Usage of the Monte Carlo methods and knowledge inference

Two main usages of the Monte Carlo methods are available. First, Monte
Carlo methods can be used as a search-based algorithm so that from a given
initial state, the algorithm will look for the best solution(s) — i.e., termi-
nal state(s). Algorithm 3 illustrates how to use the MCTS method as a
search-based algorithm to find a solution to a generic problem. Given an
initial state (s0), the algorithm will run until some predefined computational
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budget is reached or until a terminal state is reached (line 3). In each step,
the algorithm calls the MCTS method in charge of choosing the best ac-
tion (line 4). In addition to the best solutions found by the algorithm, the
MCTS framework provides further knowledge information gathered during
the search. The partially optimal decisions made step by step are avail-
able, so that we can observe, for example, which feature has been selected
in each step during the configuration process for configuration-based analy-
ses, or which relation has been added to the feature model in each step for
evolution-based problems or reverse engineering problems.

Second, Monte Carlo methods can also be used to analyze a particular
state and its possible alternatives. Given a state, the method will analyze
the possible alternatives that can be reached from this state and will re-
turn information about the best choices, so that the practitioner can make
better decisions. In this respect, the MCTS framework also reports the in-
formation stored in the tree search about the Q-values and visit accounts of
each (state, action) pair gathered by the MCTS method. To illustrate the
knowledge stored in the tree search, we use a data visualization technique
called heatmap [55, 56, 57], which encodes quantitative values as colors (like
in weather maps), so that it compacts large amounts of information (our
Q-values) to bring out coherent patterns in the data (e.g., optimal feature
selection over the feature model). In the following sections, we use heatmaps
as one of the tools to represent the contribution of each decision to the global
solution achieved by MCTS.

Finally, the MCTS framework also reports statistical information about
the execution time and memory consumption of the algorithms, such as the
median, mean, and standard deviation for both the global solution and each
step-wise decision, that allows a deep study of the different Monte Carlo
methods and analysis problems. The experiments shown in the following
sections were performed on a desktop computer with Intel Core i9-9900K
CPU @ 3.60GHz x 8, 32 GB of memory, Linux Mint 20.1 Cinnamon, and
Python 3.9.1.

5. Configuration based analysis

One of the most important and widely studied types of problems in
AAFM deals with feature model configurations. Examples of these problems
are the optimization of configurations according to non-functional proper-
ties [10, 31, 45], the completion of partial configurations [58], the localization
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of defective configurations in SPL testing [59, 60, 61, 62], or the diagnosis of
configurations [58, 63], among many other problems. To analyze this kind
of problems with MCTS, we first model the concepts that are shared among
these problems. That is, the definition of the set of states S, the set of actions
A, and the state transition function θ.

The state set S encompasses all possible combinations of features of the
feature model. Depending on the definition of the set of actions A, S may
consider either valid or invalid configurations or both, but also either partial
or complete configurations or both.

The action set A. There are multiple possibilities to define the set
of valid actions that can be performed over a given configuration. For in-
stance, actions for configurations can include (de)selecting a unique feature
or (de)selecting a set of features. In this paper, we opt to follow an incremen-
tal approach in which a configuration is built from scratch (or from a given
partial configuration) by selecting features. Formally, given a state s ∈ S
representing a (partial) configuration c, the application of an action a ∈ A
with argument f ∈ F will lead to a new state s′ ∈ S representing a new
(partial) configuration c′ = {f} ∪ c. An action is valid if it can be applied
to a state under a certain Condition of Applicability (CA). The condition of
applicability is defined for each action and its result depends on the current
state. An action may receive any kind of parameters in order to be executed.
The most basic action is selecting a random feature from F :

a0: SelectRandomFeature. This action adds a random feature f ∈ F to the configu-
ration c.

CA: f is not already part of the configuration c, that is, f /∈ c.

This action is independent of the relations defined in the feature model
(Definition 1), and thus it can be used for any other definition of the feature
model as long as it is based on a set of features. However, this action leads to
an intractable search space with all possible valid and invalid configurations
(i.e., S = P(F )) where most of the states represent invalid configurations.
A more convenient definition for the actions is considering the relations of
the feature model, reducing the resulting search space, but losing the inde-
pendency from the feature model stated before. Following our feature model
Definition 1, we specify the following set of actions A = {a1, a2, a3, a4, a5}:
a1: SelectRootFeature. It adds the root r ∈ F of the feature model m to the configu-

ration c.

CA: The configuration is empty: c = ∅.
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a2: SelectMandatoryFeature. It adds a mandatory feature f ∈ F to the configuration
c.

CA: There is a mandatory relation between a feature g already present in the con-
figuration c and feature f . Formally, f /∈ c∧∃g ∈ c,∃r ∈ R|r = (g, [f ], ⟨1..1⟩).

a3: SelectOptionalFeature. It adds an optional feature f ∈ F to the configuration c.

CA: There is an optional relation between a feature g already present in the con-
figuration c and feature f . That is, f /∈ c ∧ ∃g ∈ c,∃r ∈ R|r = (g, [f ], ⟨0..1⟩).

a4: SelectFeatureAlternative. It adds a feature fi ∈ F , which belongs to an alternative-
group, to the configuration c.

CA: There is an alternative relation between a feature g already present in the
configuration c and feature fi, and there is not any other child of g already se-
lected in c. That is, fi /∈ c∧∃g ∈ c, ∃r ∈ R|r = (g, [f1, . . . , fi, . . . , fn], ⟨0..1⟩)∧
fj /∈ c,∀j ̸= i.

a5: SelectFeatureOr. It adds a feature fi ∈ F of an or-group to the configuration c.

CA: There is an or-group relation between a feature g already present in the
configuration c and feature fi. That is, fi /∈ c ∧ ∃g ∈ c,∃r ∈ R|r =
(g, [f1, . . . , fi, . . . , fn], ⟨0..1⟩). This action allows selecting more than one child
in an or-group.

Note that the configuration is always built incrementally step by step.
In each execution of the MCTS method, a unique feature will be selected
following the tree hierarchy structure of the feature model. This way, we do
not need to define actions for deselecting a feature and avoid cycles in the
search space. The successive application of the actions A assures the valid-
ity of the (partial) configurations according to the tree hierarchy structure
of the feature model, but not for cross-tree constraints. We can define a
generic condition of applicability for all actions so that an action can only
be applied if the resulting partial configuration does not violate any relation
nor cross-tree constraints in the feature model (e.g., checking it with a SAT
solver). Note also that we may take into account atomic sets [64]5 of the
feature model to add several features in each step, reducing the search space.
However, this will limit the analysis of the decisions made when features are
added step by step as illustrated in the following analysis problems. It is also
worth mentioning that actions a1, ..., a5 fully characterize feature diagrams

5An atomic set is a group of features that can be treated as a unit when performing
certain analyses, and therefore, those features appear together in configurations.
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as defined in FODA [65] (i.e., optional and mandatory features, and xor and
or-groups), but not all the possible feature models as they are defined in
Definition 1 because Definition 1 supports more generic feature models that
may include relations supporting mutex groups (i.e., ⟨0..n⟩) or arbitrary car-
dinality groups (i.e., ⟨a..b⟩) [22]. To support these relations, one may define
additional actions to incorporate the required features in the configuration to
satisfy these relations. Moreover, in the literature [22, 66] it has been demon-
strated that these relations can be refactored using the FODA concepts and
arbitrary cross-tree constraints (i.e., the feature model can be transformed
to an equivalent feature model with the same semantics). For simplicity
illustrating the problems in this paper, we assume feature models only con-
tain optional and mandatory features, and xor and or-groups relations in the
feature diagram.

The state transition function θ : S × A → S defines the result of
applying an action a ∈ A to the given configuration c. Starting from the
initial empty configuration c0 and iteratively applying the state transition
function to all possible applicable actions, we could build the whole search
space. However, this is an intractable task, and the Monte Carlo methods,
and in particular MCTS, will explore the search space resulting from applying
the transition function only to the most promising pairs of (state, action).

The initial state, the terminal condition, and the reward function are spe-
cific for each problem. In the following, we show how to model four concrete
problems where a state represents a configuration by providing complete def-
initions of the concepts (S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ).

5.1. Localizing defective configurations

A common problem in software testing and maintenance is identifying the
configurations that lead to a given defect or some other undesired program
behavior [59, 60, 61]. Continuing with our running example, let us suppose
that we want to identify those valid configurations in our feature model (Fig-
ure 1) that present anomalies when they are deployed. Anomalies in the
Python framework for AAFM may happen due to incompatible versions of
packages, deprecated libraries, or some other errors. Despite those defective
configurations can be found with a search-based software engineering tech-
nique [30], localizing the feature that causes the configuration to fail is not
an easy task due to the complex relations between the features, requiring
complex analysis for the complete configuration. Moreover, Python packages
are often updated and may cause breaking changes. Kästner et al. [62] define
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a breaking change as any change in a package that would cause a fault in a
dependent package if it were to adopt that change blindly. Thus, to provide
a robust AAFM Framework, apart from identifying the defective configu-
rations, we need to identify those features that cause the defects. Using
a step-wise decision approach, we can infer which features are causing the
configuration to fail.

Modeling the problem. We model this problem in the MCTS conceptual
framework (S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ) as follows:

• S:S:S: The set of all possible configurations of the feature model, including
partial and complete configurations, i.e., SSS ⊆ P(F ).

• s0:s0:s0: The initial state is the empty configuration where no feature has
been already selected, i.e., s0s0s0 = ∅.

• t:t:t: The terminal condition determines if a configuration is valid and
complete, or no more valid actions can be applied to the configuration:

t(s)t(s)t(s) =

{
True, if is valid(s) ∨ applicable actions(s) = ∅,
False, otherwise

The is valid(s) operation is performed with a SAT solver [1].

• A:A:A: The set of valid actions AAA = {a1, . . . , a5} as previously defined.

• θ:θ:θ: The state transition function is given by the definitions of the actions
and their conditions of applicability: θθθ = S × A → S.

• µ:µ:µ: The reward function for a terminal configuration s:

µ(s)µ(s)µ(s) =

{
errors(s), if is valid(s) ∧ errors(s) > 0

−1, otherwise

where error(s) is a function that counts the number of errors that the
configuration presents when it is deployed. In our running example,
this value corresponds to the number of Python packages selected that
raise errors when installing them. The reward value of partial and
invalid configurations, as well as for those valid configurations that do
not contain errors is -1. Note that the reward function for Monte Carlo
methods is usually defined in game theory with fixed values (e.g., +1:
win, -1: loss, 0: draw) with no intermediate values, and we are defining
here a continuous function based on the number of errors found.
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Figure 6: Heatmap representing step-wise decisions for defective configurations.

Solving the problem and analyzing the results. We can solve the prob-
lem of finding defective configurations by consecutively applying MCTS to
the initial empty configuration (Algorithm 4). We modify the stopping condi-
tion of the generic Algorithm 3 so that the search will run until a configuration
with errors is found or no valid action can be applied to the current configu-
ration (line 2 in Algorithm 4). Each execution of the MCTS method (line 3)
will decide and add the most promising feature to the current configuration
following the four steps of the MCTS method presented in Section 3.1. The
most promising feature is the next one in the feature model hierarchical tree
(according to the set of actions A) that moves the configuration closer to a
complete valid configuration with the highest number of errors.

The execution of the algorithm is illustrated step by step in Figure 6. We
use a grey-scale heatmap for each algorithm step to represent each feature’s
contribution. Darker colors mean a higher probability of finding a defective
configuration. if that feature is selected. Given the empty configuration as
the initial state, in the first step, the only action available is to add the root
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Algorithm 4 Finding defective configurations with MCTS.

1: function FindDefectiveConfiguration(state)
2: while reward(state) ≤ 0 and actions(state) ̸= ∅ do
3: state←MCTS(state) ▷ Run MCTS (Algorithm 2).
4: end while
5: if reward(state) > 0 then ▷ Defective configuration found!
6: return state
7: else
8: return False
9: end if

10: end function

feature AAFMFramework (Step 1 in Figure 6). In Step 2, three possible features
can be added to the configuration according to the action set A. To make a
choice, MCTS performs a number of simulations (e.g., 100) that consist in
completing the configuration with random selections (always following the
action set A), evaluating the number of errors for the complete configura-
tion achieved in each simulation, and gathering the statistical outcomes of
the simulations as explained in Section 3.1 — i.e., the Q-values. Figure 6
shows normalized Q-values in the range [0, 1], being 1 the most promising
feature decision. In Step 3, the pyPicosat package is selected as part of the
configuration, while, in Step 4, any possible decision will lead to defective
configuration (i.e., all candidate features are Q-values 1). This suggests that
the previous choice (pyPicosat) is the feature provoking the failure. The
algorithm will continue completing the configuration with a valid selection of
features (e.g., selecting mandatory features), despite the problematic feature
that has already been discovered. From step 3 where pyPicosat is selected,
the algorithm will find a defective configuration regardless of the selections
of the following steps, because all the complete configurations will contain
the pyPicosat feature. The algorithm finishes when it finds a valid defec-
tive configuration, as, for example, the final state found: {AAFMFramework,
Solvers, System, Linux, Packages, pyPicosat, PicoSAT}. As Figure 7 shows,
when deploying that configuration in Python some errors raise: the package
pyPicosat cannot be correctly installed in Linux. Thanks to the heatmap
shown step by step, we are able to identify that the feature pyPicosat is
one of the problematic features that provokes the configuration to be defec-
tive. Following this procedure, we can find that deploying any configuration
with pyPicosat in the Linux system leads to failures, so we opt to update
the original constraint Win ⇒ ¬ pyPicosat to Win ∨ Linux ⇒ ¬ pyPicosat,
converting pyPicosat into a dead feature [1].
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Figure 7: Deploying a defective configuration.

Lessons learned and open challenges. Using the knowledge gathered
by MCTS in the tree search, we can infer two interesting results: (1) which
features are more probable to be the cause provoking the defect in the config-
uration; and (2) which features are contributing more to the solution found,
so that we may find additional defective configurations by following the se-
quence of feature selections done by MCTS to find the current configuration.
However, two limitations arose at this point on the applicability of MCTS.
First, the problem of finding defective configurations requires specific domain
knowledge represented by the information about what configurations present
errors when they are deployed. This limits the applicability of this analysis
to those feature models that contain such domain knowledge. Second, MCTS
can function as a search-based algorithm, but it is more appropriate to find
just one solution, not all of them. To find all defective configurations, we
need to track the solutions found and use that information as part of the
reward function so that it penalizes (return -1) those simulations that reach
the defective configurations already found.

To illustrate these concerns and show the applicability of our Monte Carlo
methods, we apply them for finding defective configurations in two real-
world SPLs: the JHipster Web development stack [60], and the complete
version of the Python framework for AAFM [39]. On the one hand, we
choose the JHipster SPL because its configuration space (26,256 configura-
tions) has been fully evaluated in [60] (having 9,376 defective configurations,
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i.e., 35.70%) and can be used to evaluate the results obtained with Monte
Carlo methods [67]. On the other hand, the complete AAFMFramework prod-
uct line presented in Section 2 has 53 features, 26 relations, and 10 cross-tree
constraints, leading to a total of 3.1264 · 109 configurations. It serves as a
large-scale configuration space where we have already identified the specific
features that cause errors when the configurations are deployed by manually
testing each feature individually. We compare three Monte Carlo methods for
different numbers of simulations w.r.t. uniform random sampling (URS) [32].
URS is the simplest way to solve search-related problems on configurable
systems [24, 68, 69]. URS-based search consists of generating a random sam-
ple of configurations, testing (or benchmarking) them, and selecting the ones
that fail (or the one that achieves the best performance). Accordingly, URS
is the baseline of any more elaborated search algorithms, whose existence
only makes sense if they can beat pure random. In contrast to URS, the
random strategy presented in Section 4.2 is not able to find any defective
configuration in most cases because the random strategy selects the actions
randomly, but the resulting configurations are not uniformly selected from
the full search space as URS does. Thus, in this particular problem, URS
is a more reasonable base line to compare Monte Carlo methods. The re-
sults are summarized in Figures 8, 9, and 10. We present the number of
configurations found with defects (a), the number of configurations (terminal
states) evaluated (b), the efficiency as the percentage of defective configura-
tions found w.r.t. the configurations evaluated (c), and the execution time
(d). We identified the following Lessons Learned (LS) and Open Challenges
(OC).

LS1 MCTS is a selective sampling method which balances exploitation and
exploration, in contrast to uniform random sampling. A first observa-
tion is a higher fluctuation in the MCTS. Especially in the UCT Algo-
rithm where we set the exploration constant to 0.5, leading to a balance
between exploitation and exploration [42, 43]. In JHipster (Figure 8a),
defective configurations are localized in regions, making the MCTS
method focuses on that area until the region is sufficiently explored.
On the contrary, in the AAFM Python framework (Figure 8b), defec-
tive configurations are scattered through the configuration space, and
MCTS will find more defective configurations with the same number of
simulations. The Greedy MCTS method favors exploitation in contrast
to exploration (the exploration constant is set to 0), and therefore the
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Figure 8: Finding defective configurations.
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Figure 9: Efficiency of the search for defective configurations.
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Figure 10: Evaluation of terminal states.
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greedy version of MCTS finds the same defective configurations more
than once during simulations than the other methods. This occurs be-
cause greedy MCTS chooses the action with the highest Q-value and
the subsequent simulations will choose the same action with highest
Q-value. Regarding the flat version of Monte Carlo method, it behaves
more similar to random sampling because it does not use the infor-
mation gathered in previous simulations for the subsequent decisions,
but it still gets benefits from the current simulations run. OC1: The
challenge is identifying the most appropriate Monte Carlo method for
a specific SPL problem. Monte Carlo methods are not a silver bullet
for analyzing SPL problems, but these results show that MCTS can also
be used as a search-based optimization technique in SPL, possibly as a
complement of existing approaches ( e.g., genetic algorithms [30]).

LS2 The efficiency of Monte Carlo methods depends on the distribution of
the configuration space and the structure of the feature model. A second
observation is the efficiency of Monte Carlo methods (Figure 9). Monte
Carlo methods are superior on average to URS when comparing the
amount of defective configurations found w.r.t. the configurations eval-
uated. In JHipster, with 5000 simulations, the UCT Algorithm eval-
uates 5000 configurations, of which 36% are defective configurations,
flat Monte Carlo finds 48%, and Greedy MCTS finds 54%, in contrast
to URS, which finds 36% of defective configurations. In the AAFM
Python framework feature model, with 5000 simulations, the UCT Al-
gorithm finds 98% of defective configurations, flat Monte Carlo finds
84%, and Greedy MCTS finds 94%, in contrast to URS that finds 77%
of defective configurations. This result is not surprising since MCTS
is a selective sampling approach. However, the number of solutions
found (Figure 9), as well as the number of solutions evaluated, that is,
the number of terminal states evaluated with the reward function (Fig-
ure 10) by MCTS will depend on the distribution of the configuration
space [29]. This implies that the same configurations may be found
more than once, requiring MCTS more simulations and evaluations to
find distinct defective configurations because several simulations may
lead to the same terminal states. Furthermore, the performance of flat
Monte Carlo is better in one case study (AAFM Framework) and worst
in the other (JHipster) because of the structure of the feature model,
and thus, the structure of the search space. In the JHipster, despite
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having only 26,256 configurations, the valid configurations are larger in
the number of features requiring more steps (decisions) of flat Monte
Carlo to find a valid configuration. In contrast, in the AAFM Frame-
work, despite having more than 109 configurations, those configurations
are smaller in the number of features, requiring fewer steps (decisions)
from flat Monte Carlo [29]. Remember that the configuration is built
from scratch following the top-down structure of the feature model.
The same reason applies to the performance of Greedy MCTS, but
take into account that when Greedy MCTS finds a “good” solution it
will continue exploring that part of the search space in depth because
its exploration constant is always zero. For instance, in JHipster (Fig-
ures 8a, 9a, and 10a), when Greedy MCTS finds a “good” solution
with a lower number of features, the subsequent valid configurations it
finds are similar or even the same configuration previously found. A
selective sampling algorithm may help to better understand the con-
figuration space of large-scale feature models. OC2: The challenge
here is twofold: (1) to investigate how Monte Carlo methods can be
employed in the understanding of the configuration spaces, since a se-
lective sampling algorithm may help to identify the structure and form
of the configuration space of large-scale feature models; and (2) use
the information about the configuration space to improve the efficiency
of Monte Carlo methods in search-based algorithms (e.g., enhancing
Monte Carlo methods with transpositions and action groups [70]).

In the following section, we show how we can solve another problem where
a state represents a configuration by only modifying the reward function and
reusing the other definitions.

5.2. Finding minimum valid configurations

In our running example, a requirement for the development of the AAFM
framework in Python is to depend on the smallest number of third-party
packages as possible. Thus, another interesting problem is finding a valid
configuration with the minimum number of features [58].

Modeling the problem. We reuse the definitions of states (SSS), initial state
(s0s0s0), terminal condition (ttt), actions (AAA), and state transition function (θθθ) of
the previous problem, while the reward function µµµ changes.

• S:S:S: All possible partial and complete configurations (SSS = P(F )).
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• s0:s0:s0: The empty configuration with no feature selected (s0s0s0 = ∅).

• t:t:t: A configuration is terminal if it is valid and complete:

t(s)t(s)t(s) =

{
True, if is valid(s) ∨ applicable actions(s) = ∅,
False, otherwise

• A:A:A: The set of valid actions AAA = {a1, . . . , a5}.

• θ:θ:θ: S × A → S.

• µ:µ:µ: The reward function counts the difference between the number of
features in the feature model (|F |) and the number of features in the
configuration represented by the state s:

µ(s)µ(s)µ(s) =

{
|F | − |s|, if is valid(s)

−1, otherwise

Solving the problem and analyzing results. We use generic Algorithm 3
where the terminal condition checks if the current state is a complete valid
configuration. In this problem, the tree search built by MCTS contains
statistical information regarding the decisions to select the minimum set of
features to form a valid configuration. Figure 13 shows the resulting heatmap
with the accumulated Q-values when we use a partial configuration as the
initial state. As we will show in the following section, the problem of finding
minimum valid configurations is similar to the problem of completing partial
configurations, thus the heatmaps show similar information. Q-values cap-
ture the expected reward of a decision if we decide to make such choice. When
using the empty configuration as the initial state, higher Q-values indicate
which feature may be selected to obtain a minimum valid configuration, and
features in darker colors will approximate to the core features. In addition,
the heatmap shows the feature pyPicosat in blank, indicating that it has
never been considered in a decision. Effectively, the constraint we updated
(Win ∨ Linux ⇒ ¬ pyPicosat) prevents that feature from being part of any
configuration, indicating that it is a dead feature.

Lessons learned and open challenges. As discussed in LS2 Monte
Carlo methods can help to explore the configuration space of a feature model,
offering information to make better decisions, in contrast to an exact method
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to find the best solution. To illustrate this, Figure 11 shows the minimum
valid configurations found by the Monte Carlo methods (100 simulations) for
30 runs of each algorithm. Most of the configurations found are concentrated
in the real minimum valid configuration with only 3 features. The MCTS
methods have also found others (non-minimum) valid configurations because
of the balancing behavior discussed in LS1 which is useful in the case that
the minimum valid configuration is not unique. Figure 12 shows the number
of decisions (features) taken by MCTS to find minimum valid configurations
starting from the empty configuration. We run 30 executions for each number
of iterations (simulations). Using the complete version of the AAFM Python
framework, we can observe as the number of decisions decreases as long as
we increase the number of simulations, improving the solutions found. The
following lessons learned and open challenges have been extracted.

LS3 Monte Carlo methods are very sensitive to the various inputs and pa-
rameters. Monte Carlo methods are techniques that rely on random-
ness, and thus, as stated by Lopez-Herrejón [30] these techniques are
very sensitive to various inputs and parameters, meaning that slightly
changing a value (e.g., the number of simulations) can totally change
how you would infer the results. For example, the UCT MCTS and
the Greedy MCTS only differ in the value used as the exploration con-
stant, leading to a totally different result as discussed in LS1 (Figure 8).
OC3: The challenge is to find the most appropriate set of configura-
tion parameters of the Monte Carlo methods for a specific feature model
input.

LS4 Monte Carlo methods are anytime algorithms which accomplish better
results the longer they keep running. As shown in Figure 12, the num-
ber of Monte Carlo simulations affects both the solution quality and the
number of steps (decisions) to obtain the solution. As the number of
simulations increases, the number of decisions decreases because MCTS
can make better decisions, and thus the solutions found are also better.
Establishing the appropriate number of simulations is a complex task,
and it depends on the size of the search space. A large number of sim-
ulations are needed before significant learning could occur in MCTS.
OC4: Despite the implementation of our MCTS framework also offers
a time constraint in seconds as stopping condition for the Monte Carlo
decisions, the open challenge here is determining the appropriate num-
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ber of simulations or specifying the time needed in advance to guarantee
a certain quality in the solutions.

LS5 There exist important trade-offs between reproducibility of results, ran-
domness, and performance in Monte Carlo methods. The results’ repro-
ducibility is compromised as Monte Carlo methods rely on randomness
to solve problems. Monte Carlo methods make intensive use of random
operations such as “choice”, “shuffle”, or “sample” of actions during
both the selection and the simulation phase. Furthermore, the ran-
dom module is not the only source of randomness, and the results can
still present a small variation when using an initialized random seed in
Monte Carlo methods and especially in MCTS. The implementation of
the MCTS method is usually based on data structures (e.g., the tree
search) that do not maintain the order of the states (e.g., sets, maps,
or dictionaries). For instance, in a configuration of a feature model, the
order of the features is irrelevant. Using those structures does not guar-
antee obtaining identical results when using random operations such as
choosing a random feature in a configuration. Moreover, the states in
our framework can represent features, configurations, or even feature
models like in the reverse engineering problem. Maintaining a total
order for these concepts is not straightforward. For example, defining
that a feature model is smaller than others is not trivial. Providing re-
producibility also impacts and significatively degrades the performance
of the solution because it requires continuously sorting the collections
or using inefficient sorted data structures, which Monte Carlo methods
do not really need. OC5: The challenge is to address the trade-off be-
tween performance and reproducibility due to the randomness nature of
the Monte Carlo methods. To mitigate these issues and provide repro-
ducibility in our MCTS framework, we allow setting a random seed as
an argument to initialize the random module and our implementation
relies on sorted data structures (i.e., lists) in contrast to sets.

The problem of finding minimum valid configurations can be seen as a spe-
cialization of the following problem of completing partial configurations [58].

5.3. Completion of partial configurations

The completion of partial configurations problem consists of finding the
set of non-selected features necessary for getting a complete valid configura-
tion. While in a complete configuration each feature is decided to be either
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present or absent, in partial configurations, some features are undecided (see
Definition 3). In our running example, let us suppose we have decided to use
the Glucose solver in our AAFM framework. We are interested in finding
the minimum valid complete configuration with such user’s requirement.

Modeling the problem. We modify the initial state s0s0s0, while leaving the
other definitions SSS, ttt, AAA, θθθ, and µµµ as in the previous problem:

• S:S:S: All possible partial and complete configurations (SSS = P(F )).

• s0:s0:s0: A given partial configuration. To guarantee that the initial partial
configuration does not violate the tree hierarchy of the feature model
and allows applying our actions AAA, we preprocess the initial configu-
ration provided by the user by recursively selecting all parents for the
features already selected. If the resulting partial configuration does not
violate the tree hierarchy nor the cross-tree constraints, we can use it
as the initial state s0s0s0 for MCTS. In the other case, the partial selection
made by the user is not valid.

• t:t:t: A configuration is terminal if it is valid and complete:

t(s)t(s)t(s) =

{
True, if is valid(s) ∨ applicable actions(s) = ∅,
False, otherwise

• A:A:A: The set of valid actions AAA = {a1, . . . , a5}.

• θ:θ:θ: S × A → S.

• µ:µ:µ: Difference between the number of features in the feature model (|F |)
and the number of features in the configuration (|s|):

µ(s)µ(s)µ(s) =

{
|F | − |s|, if is valid(s)

−1, otherwise

Solving the problem and analyzing results. To form a valid initial
configuration with the user requirements (i.e., the Glucose feature selected),
we automatically select the parent features of Glucose recursively, obtain-
ing the set of features {AAFMFramework, Solver, Glucose} to be used as the
initial configuration. We execute Algorithm 3, whose terminal condition
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Figure 13: Global heatmap for completion of partial configurations. The initial (input)
state is {AAFMFramework, Solver, Glucose}. The heatmap indicates the selections to
be first made to get closer to a complete configuration. Features Packages and System
are the two features added in the first steps.

checks if the current state is a valid complete configuration, as in the pre-
vious problem. Figure 13 shows the resulting heatmap for completing the
partial configuration given as the initial state by the user with the minimum
valid selections. Features in darker colors indicate selections to be first made
to get closer to a complete configuration, as, for example the Packages and
the System features. The Packages features appears with a higher normalized
Q-value, indicating that MCTS has first explored that feature (in contrast
to the mandatory feature System). That is because a complete configuration
needs to include both features, satisfying the cross-tree constraints (i.e., the
Glucose solver is implemented by the python-sat or the pyglucose package),
so that the Packages feature must be selected. To satisfy the constraint,
the python-sat or the pyglucose package must be selected. They appear
with a higher normalized Q-value than the other alternative packages. Note
that how other features like pycosat (0.08) or the solver MiniSAT (0.02) are
not strictly necessary to complete the configuration, but have been marked
as possible candidates. Remember that MCTS is based on simulations and
probabilities and those feature selections have also been explored resulting
in valid configurations.
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Table 1: Feature models corpus used for evaluation, with number of features (#Features),
optional features (#Opt), mandatory features (#Mnd), or-group features (#Or), alterna-
tive group features (#Xor), the average branching factor (AvgBF), number of cross-tree
constraints (#CTCs), and configurations (#Configs).

Feature model #Features #Opt #Mand #Or #Xor AvgBF #CTCs #Configs

Pizzas [66] 12 8 4 1 2 2.75 1 42
GPL [38] 18 13 5 1 0 3.40 13 436
Wget [71] 17 15 2 0 1 8.00 0 8192
jHipster [60] 45 36 9 0 10 3.38 13 26256
Tank war [71] 37 30 7 2 6 3.27 0 1.74e6
Mobile media [72] 43 30 13 4 3 3.50 3 2.12e6
AAFM Framework [37] 59 52 7 6 1 4.14 14 1.32e11
WeaFQAs [73] 179 138 41 13 23 3.24 7 2.93e24

Lessons learned and open challenges. Completing valid configurations
is an example of an analysis problem which uses the feature model without
additional domain information. Therefore, the analysis can be extended to
any feature model. To show the feasibility of Monte Carlo methods, we use
a set of feature models varying in size and structure (Table 1). Results are
shown in Table 2 for all Monte Carlo methods. We identify the following
lessons learned and open challenges.

LS6 Despite Monte Carlo methods often scale to large search spaces [34],
SPL problems introduce additional complexity that can affect the feasi-
bility of Monte Carlo methods. The feasibility of Monte Carlo methods
relies on the performance of the simulations. To obtain good solutions
with Monte Carlo methods, they need to run a large number of sim-
ulations (e.g., hundreds or thousands). Therefore, a simulation must
be a lightweight operation, in contrast to a computationally expensive
task. In configuration-based analysis, we have identified a bottleneck
during the simulations due to the high number of calls to the SAT
solver employed to check if the selection of a feature leads to a valid
partial configuration. This check needs to be done for each possible fea-
ture that can be added to the configuration when applying the actions
to select the next feature. A simple cross-tree constraint involving a
feature at the top of the feature model can increase considerably the
steps needed to complete a valid configuration. Even with only just one
simulation, the number of calls to the SAT solver can be exponential in
the number of features in the feature model during simulation. OC6:
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Table 2: Completion of partial configurations. For each feature model (FM), we show
the number of features in the minimum valid configuration (Min. |F |). We performed 30
execution runs, and show the median values for the number of features in the minimum
valid configuration, time (in seconds), and memory (in MB) of each method to complete
the initial empty configuration with the minimum number of features.

Feature model Min Random strategy Flat Monte Carlo UCT MCTS Greedy MCTS
|F | |F | Time Mem. |F | Time Mem. |F | Time Mem. |F | Time Mem.

Pizzas 7 9 4e-4 0.20 7 0.12 0.35 7 0.55 1.14 7 0.52 0.90
GPL 7 16 9e-4 0.36 10 0.46 0.88 12 3.44 7.30 11 3.13 6.94
Wget 2 11.5 8e-4 0.25 2 0.05 0.19 2 0.16 3.11 2 0.16 3.10
jHipster 11 20 1.8e-3 0.61 14 1.38 1.79 13 3.23 9.07 13.5 2.33 5.65
Tank war 12 26 2.6e-3 0.70 14.5 2.42 2.35 12 4.27 25.31 14 5.44 23.38
Mobile media 14 36 4e-3 1.04 20 4.65 3.63 17.5 8.72 42.95 16 8.39 36.83
AAFM Framework 4 52.5 0.01 1.54 4 2.07 0.67 5.5 4.15 15.97 6.5 5.00 15.10
WeaFQAs 3 129 0.10 7.44 3 14.03 0.90 3 23.08 18.51 3 22.44 18.57

Runs: 30. Simulations for Monte Carlo methods: 100. Highlighted the best results

for time and memory for those methods with the minimum number of features in the
configurations found.

The challenge is to define and implement lightweight simulations for
configuration-based analysis. Note that we refer in this challenge to
the simulation process (i.e., the successive random application of the
actions), without considering the execution of the reward function that
we will discuss in LS10.

LS7 Uniform random sampling may improve the performance of Monte Carlo
simulations. A possible solution to address the previous challenge is
to replace the actions (Section 5) for selecting the features individually
with uniform random sampling [32, 69, 24], which returns a sample of
configurations of size equal to the number of simulations needed. We
can substitute the random choices during the simulation step of the
MCTS method by a random sample representing the terminal states
reached by the simulations. Adopting this solution implies three im-
portant changes in our MCTS framework. First, we need to separate
the actions used to generate the possible successors of a given state
from the actions used during simulations, since we still need to know
which are the possible alternatives from a given state to analyze and
choose the most promising one. Second, to implement random sam-
pling and guarantee uniformity, we can use a Binary Decision Diagram
(BDD) solver [32, 8]. Given a partial configuration, the BDD solver
returns a sample of complete configurations that includes the features

37



of the provided partial configuration. However, the BDD solver also
presents scalability issues regarding memory when dealing with large-
scale feature models [9], and therefore, it limits the applicability of our
MCTS framework to those feature models whose associated BDD can
be built. OC7: Providing uniform random sampling for large-scale
feature models is actually one of the open challenges in the SPL com-
munity [17]. Moreover, building a BDD for large-scale feature models is
also a well-known identified challenge [9], and the application of BDDs
to our MCTS framework evidences the need of addressing this chal-
lenge. And third, we need to determine the size of the sampling for
each possible feature alternative available, in contrast to determine only
the global number of simulations to be performed to make a decision.
In [67], the required sample size is calculated based on the product
distribution (i.e., the number of configurations containing a specific
feature) by specifying a shared percentage of configurations to be sam-
pled for all alternatives, so that the same ratio of simulations are done
for each possible alternative. However, this calculation is only valid
for the flat Monte Carlo method, but not for MCTS which balances
exploration and exploitation.

LS8 The independent nature of each simulation in Monte Carlo methods
makes them a good target for parallelization to improve the perfor-
mance, but it requires a deep understanding of Monte Carlo methods,
the parallelization mechanisms, and application context ( e.g., SPL in
this paper). Parallelization has the advantage that more simulations
can be performed in a given amount of time. There is a vast literature
about parallelizing Monte Carlo methods [34, 50, 51] which identify
different parts to be parallelized (e.g., the simulation phase, selection
phase, global iterations of MCTS, etc.). Parallelization raises issues
such as the combination of the results (Q-values) from different sim-
ulations, synchronization of threads/processes when simulations differ
in time, or when the simulations depend on the previous ones as in the
MCTS method. OC8: The challenge is to implement parallel versions
of Monte Carlo methods in the context of the SPL problem that guar-
antee the soundness/correctness of the methods and reliability of the
results.

The next problem modifies the reward function while reusing the other
definitions of the MCTS conceptual framework.
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5.4. Optimization of configurations: optimal feature selection problem

The goal of this problem is to find optimum configurations according to
some criteria, usually non-functional properties. In our running example, let
us suppose that we want to use the most updated and user-rated packages
in Python for our AAFM framework.

Modeling the problem. We use the attributes information about the fea-
tures to define a reward function µµµ that serves as a multi-objective function
to guide the search. Concretely, we use the release update date and the user
rating values publicly available in the Python Package Index (PyPI) reposi-
tory6 to enrich our feature model with those attributes (see Definition 2), so
that now our reward function µµµ can use such information (the other defini-
tions remain the same as in the previous problems):

• S:S:S: All possible partial and complete configurations (SSS = P(F )).

• s0:s0:s0: The empty configuration with no feature selected (s0s0s0 = ∅).

• t:t:t: A configuration is terminal if it is valid and complete:

t(s)t(s)t(s) =

{
True, if is valid(s) ∨ applicable actions(s) = ∅,
False, otherwise

• A:A:A: The set of valid actions AAA = {a1, . . . , a5}.

• θ:θ:θ: S × A → S.

• µ:µ:µ: The reward function for a terminal configuration is an objective
function that evaluates the configuration if it is valid, or returns a
penalization if the configuration is not valid:

µ(s)µ(s)µ(s) =

{
ObjectiveFunction(s), if is valid(s)

Penalization(s), otherwise

For instance, for this problem, we define the ObjectiveFunction(s) as
a multi-objective function considering the release update date and the
user rating of the Python packages in the PyPI repository:

ObjectiveFunction(s) = −w1
LastUpdate(s)

NLU

+ w2
UserRate(s)

NUR

6https://pypi.org/
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where LastUpdate(s) is the median difference in days of the current
date and the last update date for all Python packages in the configura-
tion s, and UserRate(s) is the median of the user ratings for all pack-
ages in the configuration. w1 and w2 are the weights for each objective
function, and NLU and NUR are normalization constants. By assigning
different weights to each objective, all possible optimum configurations
of the Pareto optimal solutions can be generated. The Penalization(s)
function returns a negative value (e.g., -1000 in this case) if the config-
uration is not valid.

Solving the problem and analyzing the results. As we have only mod-
ified the reward function w.r.t. the problem of finding minimum configura-
tions, this optimization problem can be solved using the same generic Algo-
rithm 3. The only difference is that the new reward function requires domain-
specific knowledge which is provided as attribute information associated with
each feature, so we have provided a guided search for MCTS which leads to
those valid configurations which maximize the objective function. Figure 14
shows the heatmap that corresponds with step 4 of the search algorithm in
which MCTS will select the feature package that get closer to the optimum
valid configuration. The user has provided as input the initial configuration
{AAFMFramework, Solver}, and MCTS has selected the features System, Linux,
and Packages in the first three steps. In the four step, according to the values
of the attributes, the feature python-sat is the most promising, in contrast
to pyGlucose which is a poorly valued package by the users and pycosat

which is a too old package. Feature pyPicosat is not considered because it
is a dead feature. After selecting the package python-sat, MCTS will select
the next feature to complete a valid configuration (i.e., Glucose or MiniSAT),
resulting in an optimum valid configuration: the configuration with features
AAFMFramework, Packages, Solver, System, python-sat, the solver Glucose,
and the Linux system. Note that there are more configurations in the Pareto
optimal solutions since the configuration could be completed with MiniSAT

instead of Glucose, or choosing Win as system instead of Linux in step 2.

Lessons learned and open challenges. While providing domain-specific
knowledge to the reward function can help MCTS with a more direct search,
it can also limit the efficiency of the balanced approach between exploration
and exploitation because MCTS will easily stack on local optima. For in-
stance, multiple configurations with the same updated well-rated packages
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Figure 14: Heatmap of the 4th step of MCTS in the optimal feature selection problem
according to the values of the feature attributes.

exist, or configurations where several packages are selected since the feature
model allows selecting more than one package. We may also add little do-
main knowledge to improve the reward function so that, for example, we can
penalize those configurations that contain more than one package for imple-
menting a solver (e.g., assigning a negative value to those configurations).

LS9 Introducing domain-specific knowledge drastically reduces the number
of simulations needed, but may also reduce the variance of simulation
results. Apart from the domain knowledge introduced in the reward
function which primarily guides the search, other parts of Monte Carlo
methods can benefit from feature model knowledge to improve the
search. For instance, in our implementation of the MCTS framework,
we provide an optional parameter as an argument to allow using as
the initial state the partial configuration with the core features7 [1]
selected, instead of using an empty configuration. This reduces the
number of simulations required as well as the steps done by Monte
Carlo methods because there are fewer features to be decided until

7The core features are those features that are selected in all configurations.
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finding an optimum valid configuration. However, this may also affect
the final output because Monte Carlo methods, and especially MCTS,
are step-wise techniques in which the selection order of the decisions
may affect the subsequent simulations, and MCTS may ignore some
regions of the search space, as discussed in LS1. OC9: The challenge
is to improve the efficiency of Monte Carlo methods by providing as
little domain knowledge as possible while maintaining the feasibility of
the methods.

6. Analysis with Feature Models as States

Analyses with MCTS can also be performed over other concepts beyond
the configuration space of a SPL, such as feature models, extended feature
models, variation points and variants, or products. This section shows how
to model and analyze a problem where the concept of state represents a
feature model. Examples of these problems are the reverse engineering of
feature models [14, 21], the extraction of feature models from propositional
formulas [74], or the evolution of feature models [13].

Here, we illustrate the reverse engineering of feature models problem [14,
21] defined as follows. Given a set of feature combinations present in a SPL
(i.e., a set of configurations), the goal is to extract a feature model that
represents all the configurations. Formally, let be Ci the set of configurations
given as input. Fi is the set of features present in Ci. The problem is to
build a feature model m with features in Fi so that Ci ⊆ Cm where Cm is
the set of valid configurations of the feature model m.

Modeling the problem. We formulate the problem with the following def-
initions of (S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ)(S, s0, t, A, θ, µ):

The set of states S encompasses all feature models that can be built
with any combination of the input features Fi following the Definition 1 of
feature model. Thus, S = {m|m = (F, r,R,Π)} where F ∈ P(Fi) and
Π ⊂ {f ⇒ g, f ⇒ ¬g|f, g ∈ Fi}8, r is the root of the feature model, and the
set of relations R is the same as in Definition 1 (i.e., optional, mandatory,
alternative, and or).

The initial state s0 is the empty feature model, with no features.

8To simplify the problem we consider here only “requires” and “excludes” constraints.
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The terminal condition t determines that a feature model is terminal
if it contains all features given as input (i.e., F = Fi).

The set of actions A includes 9 actions (A = {b1, . . . , b9}) to be per-
formed over a feature model. Each action is also applicable under a certain
condition of applicability (CA). An invariant condition of applicability that
holds for all actions is that the features to be added are not already in the
feature model (i.e., ∃f ∈ Fi, f /∈ F ). The set of actions is:
b1: AddRootFeature. This action adds a feature f ∈ Fi as the root r of the feature

model m.

CA: The feature model m is empty: F = ∅.
b2: AddOptionalFeature. This action adds a new feature f ∈ Fi to the feature model

m with the optional relation (g, [f ], ⟨0..1⟩) where g ∈ F is a feature already present in
m.

CA: The feature model m contains at least one feature: F ̸= ∅.
b3: AddMandatoryFeature. This action adds a new feature f ∈ Fi to the feature

model m with the mandatory relation (g, [f ], ⟨1..1⟩) where g ∈ F is a feature already
present in m.

CA: The feature model m contains at least one feature: F ̸= ∅.
b4: AddOrGroupRelation. This action adds a new or-group relation (g, [f1, f2], ⟨1..2⟩)

with two features f1, f2 ∈ Fi as children of an existing non-group feature g ∈ F in the
model m.

CA: There is a feature g in m that is not the parent of an alternative-group nor or-
group relation already created inm. That is, ∃g ∈ F,∄r ∈ R|r = (g, [g1, . . . , gn], ⟨1..1⟩)∨
r = (g, [g1, . . . , gn], ⟨1..n⟩) where n ≥ 2 and gi are the children of g.

b5: AddAlternativeGroupRelation. It adds a new alternative-group relation (g, [f1, f2], ⟨1..1⟩)
with two features f1, f2 ∈ Fi as children of an existing non-group feature g ∈ F in m.

CA: Same condition as for action b4.

b6: AddFeatureToOrGroup. This action adds a new feature f ∈ Fi to an existing
or-group relation r in the feature model m and updates the upper cardinality of r
increased by 1.

CA: There is an or-group relation in the model m: ∃r ∈ R|r = (g, [g1, . . . , gn], ⟨1..n⟩),
n ≥ 2 and gi are the children of g.

b7: AddFeatureToAlternativeGroup. It adds a feature f ∈ Fi to an existing alternative-
group relation r in the feature model m.

CA: There is an alternative-group relation in m: ∃r ∈ R|r = (g, [g1, . . . , gn], ⟨1..1⟩),
n ≥ 2 and gi are the children of g.

b8: AddRequiresConstraint. It adds a new “requires” constraint (f ⇒ g) involving
two existing features f, g ∈ F in the model m.
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CA: Three conditions apply: (1) there are at least two features inm without consider-
ing the root feature r — i.e., |F | ≥ 3; (2) both features f, g ∈ F cannot be related
between them with a parent-child relation — i.e., ∃f, g ∈ F |¬(f ≺ g ∨ g ≺ f);
and (3) there is not an “excludes” constraint between both features (i.e., f ⇒ ¬g
or g ⇒ ¬f), nor a “requires” constraint such that f ⇒ g already created in m.

b9: AddExcludesConstraint. It adds a new “excludes” constraint (f ⇒ ¬g) involving
two existing features f, g ∈ F in m.

CA: Three conditions apply: (1) there are at least two features inm without consider-
ing the root feature r — i.e., |F | ≥ 3; (2) both features f, g ∈ F cannot be related
between them with a parent-child relation — i.e., ∃f, g ∈ F |¬(f ≺ g ∨ g ≺ f);
and (3) there is not an “excludes” constraint between both features (i.e., f ⇒ ¬g
or g ⇒ ¬f), nor a “requires” constraints such that f ⇒ g or g ⇒ f already cre-
ated in m.

The state transition function θ defines the result of applying an action
a ∈ A to the given feature model m.

The reward function µ : for a terminal feature model is a combination
of two objective functions extracted from [14]:

µ(s) = Relaxed(s)−MinDiff(s)

where Relaxed(s) expresses the concern of capturing primarily the config-
urations provided as input. Its value is the number of configurations in Ci

that are valid according to the feature model m represented by this state.
We want to maximize the Relaxed(s) value. MinDiff(s) is a minimal
difference function expressing the concern of obtaining a closer fit to the
configurations provided Ci while other configurations are not relevant. Its
value is the sum of the number of configurations in Ci that are not con-
tained in the configurations Cm of the feature model (also called the deficit
value), and the number of configurations in Cm that are not contained in
the required input configurations Ci (also called the surplus value). So
MinDiff(s) = deficit(s) + surplus(s), value to be minimized.

Solving the problem and analyzing the results. We use as input the
set of 110 configurations of our running example (an excerpt is shown in
Figure 1). We can use the same generic Algorithm 3 to solve this problem.
Starting from the empty (void) feature model (i.e., initial state), MCTS will
incorporate in each decision step a feature or a cross-tree constraint to the fea-
ture model until all features contained in the given configurations are present
in the feature model. Figure 15 shows the first four decision steps made by
MCTS and the final extracted feature model. The resulting feature model
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Extracted feature model

•Total steps: 8
•Configurations: 191
•Input configurations: 110
•Captured configurations (Relaxed value): 60
•Deficit of configurations (deficit value): 50
•Irrelevant configurations (surplus value): 131 
•Total time: 228.31 s

Step 4: 231 decisions
1. (System, [Win,Linux], <1..2>) 1.00
2. (Packages, [Solvers,pyglucose], <1..2>) 0.56
3. (Packages, [pycosat,Solvers], <1..2>) 0.55
…

pyPicosat

Win Linuxpycosat pyglucose

Glucose
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Step 1: 13 decisions
1. root AAFMFramework 1.00
2. root Packages  0.61
3. root System 0.35
…

AAFMFrameworkAAFMFramework

Step 1: 13 decisions
1. root AAFMFramework 1.00
2. root Packages  0.61
3. root System 0.35
…

AAFMFramework

Step 2: 156 decisions
1. (AAFMFramework, [Packages,System], <1..2>) 1.00
2. (AAFMFramework, [Packages,pycosat], <1..2>) 0.65
3. (AAFMFramework, [System,Win], <1..2>) 0.63
…

AAFMFrameworkAAFMFramework

SystemSystemPackagesPackages

AAFMFramework

SystemPackages

Step 2: 156 decisions
1. (AAFMFramework, [Packages,System], <1..2>) 1.00
2. (AAFMFramework, [Packages,pycosat], <1..2>) 0.65
3. (AAFMFramework, [System,Win], <1..2>) 0.63
…

AAFMFramework

SystemPackages

Win Linuxpyglucose

AAFMFrameworkAAFMFramework

SystemSystemPackagesPackages

SolversSolvers Win Linuxpyglucose

AAFMFramework

SystemPackages

Solvers

Step 3: 225 decisions
1. (Packages, [Solvers,pyglucose], <1..2>) 1.00
2. (System, [Win,Linux], <1..2>) 0.76
3. (Packages, [pyglucose,pycosat], <1..2>) 0.72
… pyglucose

AAFMFrameworkAAFMFramework

SystemSystemPackagesPackages

SolversSolvers pyglucose

AAFMFramework

SystemPackages

Solvers

Figure 15: Step-wise decisions for reverse engineering of feature models.

looks similar to the expected one (Figure 1) with some significant differences.
It leads to a total of 191 configurations, 60 of which correspond to the 110
configurations provided as input, presenting a deficit of 50 configurations (al-
most half of the configurations). Such deficit may be corrected with a couple
of manual changes over the resulting feature model. In each step, MCTS
has run 1000 simulations, meaning that to make a decision, it has completed
up to 1000 random feature models, enumerating their configurations with a
SAT solver, and calculating the reward value for each model.

An interesting result obtained from MCTS is the information gathered
in its tree search over the process. In this case, the tree search contains
statistical information about how promising it is to add a specific feature,
relation, or constraint. As illustrated in Figure 15, for each step, we show
the best three possible decisions (with normalized Q-values), highlighting
the choice selected. For example, step 1 adds the root feature, where the
three most promising options (from 13 candidates) are to use AAFMFramework,
Packages, or System as root. In the following step, or-group relations are
added with features Packages and System as children, but the tree search
offers information about how promising other alternatives are out of a total
of 156 possibilities.

Lessons learned and open challenges. MCTS can be employed as a
user assistant to make better decisions, providing alternatives so that she
does not have to blindly rely on the result of a black-box tool, as occurs in
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genetic algorithms or neural networks [10, 31, 45]. Therefore, MCTS can be
integrated as part of a recommender system [75, 76, 77] to assist the user.
However, some considerations should be taken into account when engineering
a SPL solution based on Monte Carlo methods, as exposed in the following
lessons learned and open challenges.

LS10 The reward function must be a lightweight function. As observed in
Figure 15, the total time MCTS consumes is considerably high for a
small feature model with only 13 features [14]. This is because the
reward function in the reverse engineering problem requires generating
all configurations of a feature model every time a simulation reaches a
final state (a new feature model). Generating all valid configurations
from a feature model is one of the most expensive computational tasks
in SPLs. OC10: Since the efficiency of the Monte Carlo methods is
based on performing as many simulations as possible, a challenge to
enable the applicability of Monte Carlo methods is to define lightweight
reward functions in the context of the SPL that can evaluate a terminal
state as faster as possible, ideally in constant time.

LS11 Monte Carlo methods are appropriate for problems that do not re-
quire achieving immediate results but taking optimum decisions in the
medium and long term. Providing a high-performance Monte Carlo
method is a complex task [34] due to the restrictive requirements of
the simulations and reward function regarding performance. There are
other techniques such as genetic algorithms and meta-heuristics [10,
31, 45] that have achieved great success in the AAFM area for several
problems where both configurations and feature models are the main
concepts, such as the feature selection optimization problem [10, 31, 46],
or the reverse engineering of feature models problem [14, 21, 78, 79, 80].
While genetic algorithms and meta-heuristics provide better results for
search-based optimization problems, Monte Carlo methods are more
appropriate for analyzing step-wise decisions and provide knowledge
about the possible alternatives as shown through this paper. Despite
MCTS and genetic algorithms share some similarities when applied for
search-based optimization, they have important differences as Table 3
details. OC11: The challenge is twofold: (1) to find additional SPL
problems to those presented in this paper where the application of the
Monte Carlo methods makes sense; and (2) to quantitatively compare
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Table 3: Comparison of the MCTS conceptual framework and Genetic Algorithms as
search-based techniques for SPL.

Monte Carlo Tree Search Genetic Algorithms
States. They represent the possible status of the
problem (e.g., valid/invalid and partial/complete
configurations, or feature models). They do not re-
quire a special encoding.

Population (chromosomes). Set of candidate so-
lutions. They represent complete configurations or
feature models which need to be encoded (e.g., as bi-
nary strings) and decoded to be evaluated.

Initial state. It is a unique well defined state (e.g.,
empty or partial configuration, void feature model)
that will transition to a terminal one.

Initial population. It is randomly initialized with a
number of (normally valid) completed configurations
(or feature models).

Terminal condition. It is determined by the status
of the current configuration or feature model (e.g., a
complete configuration or feature model).

Stopping condition. It is always a predefined com-
putational budget (e.g., number of generations, time)
or a specific fitness value achieved.

Actions. They define the set of successors for a
given state (e.g., a configuration with more features
selected, or a feature model with an additional cross-
tree constraint).

Mutation and crossover operators. They define
modifications or combinations, to the candidate so-
lutions (e.g., selecting/deselecting a feature, making
mandatory an optional feature).

State transition function. It applies the possible
valid actions to the current state. Actions can be
exhaustive applied (during expansion), or randomly
(e.g., during simulation). Only the current state is
considered at a given time.

Evolution of the population. It requires to eval-
uate (using the fitness function) each individual so-
lution in the population. Mutation and crossover op-
erators are then applied with a given probability to
the selected candidate solutions.

Reward function. It is only applied to final so-
lutions, while intermediate states do not need to be
evaluated. The utility values may be arbitrary (e.g.,
positive values for accumulated reward, negative val-
ues for cost incurred).

Fitness function. It is evaluated for each candi-
date solution of the whole population. Its values are
defined in order to be maximized or minimized. Ad-
ditional constraints of the problem are encoded in the
fitness function by penalizing solutions.

Results. A unique optimal solution and statistics
about each decision step (i.e., the tree search).

Results. A set of optimal solutions (e.g., a Pareto
front in case of multi-objective optimization).

Monte Carlo methods with other techniques such as genetic algorithms
that can handle the same problems.

7. Related Work

This section presents related work about the applications of Monte Carlo
methods, especially the MCTS method, and concretely in the context of
SPL and AAFM. We also compare MCTS with other techniques such as
sampling techniques, genetic algorithms, and traditional approaches (SAT
solvers, BDD, constraints programming,. . . ) that have been used in the
context of the AAFM.

Applications of MCTS. Over the last decade, MCTS has been adopted
as part of the solution to many problems in a variety of domains beyond
AI games [36], where it has achieved transcendental results (i.e., playing Go
and Chess) [36]. For instance, MCTS has achieved great success on complex
real-world problems, such as combinatorial optimization to evaluate system
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vulnerabilities [81], constraint satisfaction problems (CSP) [82], boolean sat-
isfiability [83], model checking [84], scheduling problems [85], and feature
selection problems in the field of machine learning [86], among others. In
particular, MCTS has shown great promise in applications where simulation
rather than optimization is the most effective decision support tool [34].

Monte Carlo methods in Software Product Lines. To the best of
our knowledge, Monte Carlo methods have been mainly applied in SPL from
an economic point of view [87, 88, 89]. For example, analyze the return on
investment expectations of an SPL [89] and to understand the effort required
for building reusable assets [87], to compare the costs and benefits of different
test strategies [88], or to estimate the payoff of an SPL [90]. Monte Carlo
simulations have also been used for validation when there is a lack of available
data [48], as for example, to check the stability of solutions in SPL optimiza-
tion [12, 91]. Marseguerra et al. [91] combine Genetic Algorithms and Monte
Carlo simulation, introducing the concept of Gradual Monte Carlo optimiza-
tion, to evaluate the stability of the solutions in the context of system design
(e.g., choice of redundancy configuration and component types). Regarding
MCTS, our work is the first study that proposes its application to SPLs.

Randomness in the AAFM. Despite MCTS has not been already applied
in the context of AAFM [4]. Several works have incorporated randomness
into AAFM. Czarnecki et al. [15] introduced the concept of probabilistic fea-
ture models (PFM) to automate the choice propagation of features according
to the constraints and apply an entropy measure to guide the configura-
tion process. Martinez et al. [92] also estimate the feature probabilities to
provide feedback to the user. Both works [15, 92] rely on historical data
to extract probabilities. Heradio et al. [29] propose statistical analysis to
reason on variability models. They extract probability distributions from
the whole configuration space to make different analyses, including a uni-
form random sampling technique [32, 93], but their analyses require building
a BDD of the feature model, and this task is intractable for very large-
scale models like the Linux kernel [94], existing even a specific challenge for
this purpose [9]. MCTS can work directly with the feature model or some
other knowledge compilation technique [9] (e.g., BDD) as long as it can be
modeled using the concepts (S, s0, t, A, θ, µ). One of the most widespread
applications of incorporating probability into AAFM has been to assist the
user by means of recommendation systems and interactive configuration pro-
cesses [20, 75, 76, 77, 92]. For instance, Pereira et al. [20, 77] propose different
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algorithms [77] for recommender systems in SPL configuration, as well as vi-
sualization mechanisms [20] to aid the user. Nöhrer et al. [76] investigate
the ordering of the decisions in the decision-making process. Rodas-Silva et
al. [75] propose a recommender system to select the implementation com-
ponents of an SPL based on users’ rating of such components. However,
those works are based on historical data from previous users’ configurations.
While MCTS does not require domain knowledge, it can use it to improve,
for example, the reward function. Moreover, they mainly focus on the con-
figuration space, while MCTS can also be applied to other analyses, such as
in the reverse engineering of feature models problem.

Sampling techniques for AAFM. Configuration sampling [17] is a tech-
nique used to avoid exhaustive analysis, providing a subset of all valid con-
figurations. Several sampling strategies have been proposed in the SPL lit-
erature [95]: uniform random sampling [23, 24, 32] to select configurations
uniformly, coverage-based sampling [15, 96, 97, 98] to select configurations
that cover all combinations of t selected features (e.g., pair-wise sampling
for t = 2), or distance-based sampling [99] to select configurations accord-
ing to a given probability distribution and a distance metric, among other
techniques reviewed in [95]. These techniques have shown great results in
SPL testing [16] and learning configuration spaces [100], and despite recent
studies [101, 102] have been able to face the scalability challenge [17], they
present some limitations when compared with Monte Carlo techniques for
the AAFM. Sampling techniques produce samples which are too large to be
analyzed [17]. In addition, analyzing and making decisions from a sample
of configurations that considers the whole configuration space can be diffi-
cult for the user that configures a product. Finally, from the analysis of a
particular complete configuration, it is challenging to comprehend a priori
the influence of each feature variant in such configuration and in the rest of
configurations of the SPL [97]. MCTS can be seen as a selective sampling
that combines randomness and evaluation (the reward function) to obtain
samples built from step-wise decisions.

Search-based techniques for AAFM. Although sampling techniques,
especially uniform random sampling, can be used as a simple way to solve
search-related problems on highly-configurable systems [24, 68, 69], there
exist other search-based software engineering techniques [30] that have been
applied in AAFM. For instance, genetic algorithms and meta-heuristics [31,
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10, 45] have achieved great success in the AAFMs area for several problems
where both configurations and feature models are the main concepts, such as
the feature selection optimization [31, 10, 46], or the reverse engineering of
feature models [21, 14, 78, 79, 80]. A quantitative comparison of MCTS and
genetic algorithms is out of the scope of this paper and has been identified
as an open challenge in Section 6. To help address this challenge, Table 3
maps the concepts of our MCTS framework to the concepts used in genetic
algorithms for search-based problems and exposes the differences between
both techniques.

Traditional approaches for AAFM. AAFMs have been traditionally
addressed using SAT solving [25, 27, 26], constraint programming [103], de-
scription logic [104, 105], BDD solvers [8, 28], or ad-hoc algorithms [106,
107, 108]. An extensive review of about 30 analysis operations that can be
performed with these techniques was reported in [1]; and Mendonca et al [27]
and Liang et al. [26] report that analyzing feature models with SAT is typ-
ically easy. These analysis operations are at a different level of abstraction
that the analysis problems presented in this paper. In fact, MCTS often
relies on SAT solvers to perform some operations such as checking whether a
partial configuration is valid. While there are different approaches to address
those analysis problems such as FastDiag [58] for completing partial configu-
rations, or genetic algorithms for configuration optimization [109, 10] and re-
verse engineering of feature models [14], they report the final result (e.g., the
complete valid configuration, the optimum configuration, the feature models
generated) but no information about the process regarding the decisions that
were considered or made, as our MCTS framework offers. Such additional
knowledge inferenced during the analysis of the problem allows users to be
aware of which decisions were made in each step and to consider alternative
decisions that can lead to different desired solutions.

8. Conclusions and Future Work

We have presented a conceptual framework that enables the use of Monte
Carlo methods on AAFM, and we have mapped different problems that can
be analyzed with the MCTS method. Monte Carlo methods incorporate
probability into analysis to solve problems that are difficult to handle us-
ing deterministic approaches [33] due to the large search space. Especially,
MCTS can provide existing analyses with some decision-making capacity,
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working directly with the feature models, and modeling the problem as a
sequence of decision steps with very little domain-specific knowledge. The
selective sampling approach of MCTS may provide insights into how other
analysis methods could be hybridized and potentially improved [10]. With
this contribution, we envision that different problems and analyses can be
addressed using Monte Carlo methods, becoming part of the SPL engineer’s
toolkit when analyzing feature models and their configurations. This new
approach can be of big value to advance the AAFM state-of- the-art.

As part of our ongoing work, we plan to model other problems subject
to be analyzed with Monte Carlo methods. Moreover, a quantitative com-
parison with existing search-based optimization techniques [30] (e.g., genetic
algorithms) is also on our agenda. Finally, we plan to extend our MCTS
conceptual framework with other variants of the MCTS method [34]. For in-
stance, the independent nature of each simulation in MCTS means that the
algorithm is a good target for parallelization [50, 51], so that we can improve
its performance. Also, other techniques and extensions of Monte Carlo meth-
ods, such as the use of minimal cut sets [52], rare event simulations [53], or
importance splitting [54] can be applied to specific problems (e.g., the finding
defective configuration problem) to guide the search to effectively handle rare
properties and improve the results.

Material

Following open science’s good practices, our software artifacts are avail-
able publicly.

• MCTS Conceptual Framework: https://github.com/diverso-lab/

fm_montecarlo
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variability modeling: A tertiary study, J. Syst. Softw. 149 (2019) 485–
510. doi:10.1016/j.jss.2018.12.027.
URL https://doi.org/10.1016/j.jss.2018.12.027

[6] J. M. Horcas, M. Pinto, L. Fuentes, Empirical analysis of the tool
support for software product lines, Software and Systems Modeling
(2022). doi:10.1007/s10270-022-01011-2.
URL https://doi.org/10.1007/s10270-022-01011-2

[7] D. Fernández-Amorós, R. Heradio, J. A. Cerrada, C. Cerrada, A scal-
able approach to exact model and commonality counting for extended
feature models, IEEE Trans. Software Eng. 40 (9) (2014) 895–910.

52

https://doi.org/10.1016/j.is.2010.01.001
https://doi.org/10.1016/j.is.2010.01.001
https://doi.org/10.1016/j.is.2010.01.001
https://doi.org/10.1016/j.is.2010.01.001
https://doi.org/10.1007/978-3-030-30985-5_21
https://doi.org/10.1007/978-3-030-30985-5_21
https://doi.org/10.1007/978-3-030-30985-5_21
https://doi.org/10.1007/978-3-030-30985-5_21
https://doi.org/10.1007/s00607-018-0646-1
https://doi.org/10.1007/s00607-018-0646-1
https://doi.org/10.1007/s00607-018-0646-1
https://doi.org/10.1007/s00607-018-0646-1
https://doi.org/10.1007/s00607-018-0646-1
https://doi.org/10.1016/j.jss.2018.12.027
https://doi.org/10.1016/j.jss.2018.12.027
https://doi.org/10.1016/j.jss.2018.12.027
https://doi.org/10.1016/j.jss.2018.12.027
https://doi.org/10.1007/s10270-022-01011-2
https://doi.org/10.1007/s10270-022-01011-2
https://doi.org/10.1007/s10270-022-01011-2
https://doi.org/10.1007/s10270-022-01011-2
https://doi.org/10.1109/TSE.2014.2331073
https://doi.org/10.1109/TSE.2014.2331073
https://doi.org/10.1109/TSE.2014.2331073


doi:10.1109/TSE.2014.2331073.
URL https://doi.org/10.1109/TSE.2014.2331073

[8] R. Heradio, H. Perez-Morago, D. Fernández-Amorós, R. Bean, F. J.
Cabrerizo, C. Cerrada, E. Herrera-Viedma, Binary decision diagram
algorithms to perform hard analysis operations on variability mod-
els, in: 15th International Conference on New Trends in Software
Methodologies, Tools and Techniques (SoMeT), Vol. 286 of Fron-
tiers in Artificial Intelligence and Applications, 2016, pp. 139–154.
doi:10.3233/978-1-61499-674-3-139.
URL https://doi.org/10.3233/978-1-61499-674-3-139
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