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A B S T R A C T   

Optical coherence tomography angiography (OCTA) and fluorescein angiography (FA) are two different vascular 
imaging modalities widely used in clinical practice to diagnose and grade different relevant retinal pathologies. 
Although each of them has its advantages and disadvantages, the joint analysis of the images produced by both 
techniques to analyze a specific area of the retina is of increasing interest, given that they provide common and 
complementary visual information. However, in order to facilitate this analysis task, a previous registration of 
the pair of FA and OCTA images is desirable in order to superimpose their common areas and focus the gaze on 
the regions of interest. Normally, this task is manually carried out by the expert clinician, but it turns out to be 
tedious and time-consuming. Here, we present a three-stage methodology for robust multimodal registration of 
FA and superficial plexus OCTA images. The first one is a preprocessing stage devoted to reducing the noise and 
segmenting the main vessels in both types of images. The second stage uses the vessel information to do an 
approximate registration based on template matching. Lastly, the third stage uses an evolutionary algorithm 
based on differential evolution to refine the previous registration and obtain the optimal registration. The 
method was evaluated in a dataset with 172 pairs of FA and OCTA images, obtaining a success rate of 98.8%. The 
best mean execution time of the method was less than 5 s per image.   

1. Introduction 

Optical coherence tomography angiography (OCTA) is a noninvasive 
imaging modality used to evaluate the vascular flow of the retina and 
choroid. This technique creates a blood flow image by comparing the 
differences between repeated OCT cross-sections of a given location in 
the retina: signal changes associated with movements of red blood cells 
are larger than the ones related to static tissue [1]. OCTA is widely used 
clinically to diagnose and grade different types of ophthalmological 
diseases, such as retinal artery/vein occlusions, diabetic retinopathy 
(DR), and age-related macular degeneration (AMD), among others. On 
the other hand, fluorescein angiography (FA) and indocyanine green 
angiography (ICGA) are invasive imaging modalities in which dye is 
injected into the bloodstream to highlight the blood vessels in the 
outermost layer of the retina. They are useful for the study of choroidal 
and retinal neovascularization, helping in the diagnosis and grading of 
relevant diseases such as DR and AMD. 

These three imaging modalities have been compared in the related 
literature [1–3]. For example, the network of vessels visualized using 
FA/ICGA only corresponds to the superficial capillary plexus, while 
OCTA provides improved visualization of all the vascular layers, 
including different depths of the retinal layer (superficial and deep 
capillary plexuses). In addition, and unlike OCTA, FA/ICGA are invasive 
modalities, relatively expensive, and time-consuming. On the contrary, 
FA/ICGA are less prone to artifact and provide images with a wider field 
of view than OCTA. For example, the automated scan protocols that are 
typically available in clinical practice for OCTA images are 3 × 3 mm 
and 6 × 6 mm. 

At present, there is a growing interest in using a multimodal 
approach where these imaging modalities can help to improve the 
identification of pathological changes, given that the blood flow infor
mation provided by FA/ICGA and OCTA is complementary [2]. How
ever, to facilitate the comparison of this information, it is necessary to 
apply a previous registration process that allows the expert clinician to 
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identify the common area covered by the OCTA image in the FA or ICGA 
image. Considering that multimodal registration refers to the process of 
using two or more images of different modalities in spatial alignment, 
this task has normally been approached manually or semi-automatically 
[4–9], although recently it has already started to be addressed auto
matically [10]. 

In relation to the manual or semi-automatic methods, we briefly 
describe some of the most recent and relevant ones. For example, in 
Ref. [9], the OCTA images were manually aligned with the FA/ICGA 
images using the inner retinal vasculature as a reference. Then, all the 
visible microaneurysms (MA) in the registered regions of each imaging 
modality were manually annotated and, subsequently, the counted 
numbers were compared to evaluate the degree of agreement. In 
Ref. [7], FA and OCTA images were manually registered using retinal 
vascular landmarks and, next, each FA image was finally cropped to the 
corresponding OCTA dimensions (3 × 3 mm or 6 × 6 mm). The objective 
was to facilitate, within the registered regions, quantitative analysis of 
the number of MAs and foveal avascular zone (FAZ) area in patients with 
diabetic macular edema. In Ref. [6], OCTA and FA/ICGA images were 
aligned by using a semiautomatic registration tool that translates, ro
tates, and rescales the OCTA image to accurately match three 
user-specified landmark locations on the respective images. Then, two 
observers manually annotated signs of abnormal choroidal blood flow in 
the registered regions and the overlap of these annotations was calcu
lated. The final objective was to evaluate the degree of consensus in the 
annotations that were made in each type of image. 

On the other way, the fully automatic approach utilized in Ref. [10] 
consisted of the following steps. First, a deep learning algorithm to 
segment blood vessels and detect vessel junctions in FA/ICGA and OCTA 
images was used. Then, the registration process was done in two steps. In 
the first one, the vessel junctions were used to estimate the scaling, 
translation, and rotation needed to do a first rough registration. Next, in 
the second step, automated fine-tuning was applied using vessels, the 
original images, and an image registration toolbox called elastix [11]. 
Finally, different choroidal neovascularization lesion parameters and 
FAZ size were compared using OCTA-ICGA and OCTA-FA, respectively. 

Presented the current interest in the ophthalmology community 
about taking advantage of the different information provided by the 
different imaging modalities above described, it is desirable to address 
the problem of automatically registering the images produced by these 
techniques in order to align and extract the common regions to be 
compared. In this work, we propose a three-step approach for robust 
multimodal registration of FA and superficial plexus OCTA images. In 
the first step, a preprocessing stage is applied to the original FA and 
OCTA images to segment their main vessels. Then, a second step based 
on template matching uses the vessel information to obtain a first rough 
registration, which is subsequently refined by means of an evolutionary 
algorithm in a third step. Note that the problem of registering FA and 
deep plexus OCTA images is not addressed here. It is more complex, 
given that the network of vessels and the rest of information shown in FA 
images belong to the superficial plexus. 

The following should also be considered: The number of cross- 
sectional OCT scans is limited by the scanning speed of the instrument 
and, as a result, a larger field of view will have reduced density and 
resolution. This means that a 3 × 3 OCTA image has a higher level of 

detail per mm2 than a 6 × 6 OCTA image, but the field of view of the 
former is smaller than the latter. That is why, depending on the size of 
the retinal area to analyze and the type of pathology to study, the expert 
can be interested in using a 3 × 3 or 6 × 6 OCTA image to be registered 
with the FA image. For example, avascular areas can be detected more 
accurately on 3 × 3 images than on 6 × 6 images. In addition, since the 3 
× 3 and 6 × 6 OCTA images are captured separately, the registration 
between them is unknown a priori. Therefore, the FA and 3 × 3 OCTA 
registration result cannot be used to register FA and 6 × 6 OCTA images, 
or vice versa. Consequently, the FA and 3 × 3 OCTA image registration 
problem is different from the FA and 6 × 6 OCTA image registration 
problem. In this context, the proposed method will address both 
problems. 

Although other metaheuristic-based approaches have been proposed 
in the related literature to address the multimodal medical image 
registration problem [12–15], the main contribution of this work is 
twofold. First, we show evidence on how an evolutionary algorithm 
based on differential evolution can be used successfully in the multi
modal image registration problem, specifically for the case of FA and 
OCTA images. The novel idea consists of evolutionarily searching for the 
parameters that define an affine transformation that produces optimal 
(or near-optimal) registration between both types of multimodal images. 
Each of these parameters is directly associated with each of the linear 
transformations (translation, scaling, rotation and shear) involved in the 
global affine transformation. This favors a more intuitive adjustment of 
the definition domain of each parameter before performing the search 
process. Second, we also present a procedure to automatically evaluate 
the success or failure of the registration made by our method. 

The rest of the manuscript is organized as follows: Section 2 describes 
the features of the image dataset used in the different experiments and 
also introduces differential evolution. Section 3 explains in detail the 
approach that was proposed for registering FA and OCTA images. Sec
tion 4 shows and analyzes the results obtained in the experiments per
formed to validate our approach. Finally, Section 5 exposes the main 
conclusions of this work. 

2. Materials and background 

The “Comité de Ética da Investigación de Santiago-Lugo” committee, 
belonging to the “Rede Galega de Comités de Ética da Investigación” 
attached to the regional government “Secretaría Xeral Técnica da Con
sellería de Sanidade da Xunta de Galici”, approved this study, which was 
conducted in accordance with the tenets of the Helsinki Declaration. 
This study was carried out retrospectively on existing data that have 
previously been anonymized. The validation process was done using a 
dataset that contains a total of 86 cases: 31 healthy cases and 55 path
ological cases, the latter showing signs of retinal vein occlusion. In turn, 
each case corresponds to a patient’s eye and consists of one FA image 
and two superficial capillary plexus OCTA images, each one with a 
different level of zoom: 6 × 6 mm and 3 × 3 mm. Therefore, a total of 172 
registrations are possible (86 pairs of FA and OCTA3×3 images plus 86 
pairs of FA and OCTA6×6 images). The image resolutions are 1536 ×
1536 and 320 × 320 pixels for FA and OCTA, respectively, but the 3 × 3 
and 6 × 6 OCTA images have the same resolution. The FA and OCTA 
images were taken using the Optical Coherence Tomography capture 
device DRI OCT Triton - Topcon Corp. 

The data set contains information on a total of 29 patients, whose 
ages range from 46 to 92 years. A number of cases, ranging from two to 
four, may correspond to the same patient. The different cases in a patient 
may refer to the type of eye (left or right), or to the same type of eye but 
at different instants of time. 

The OCTA images are normally centered in the macular area and 
some of them present motion artifacts that are typical of this kind of 
imaging modality in their routine capture process. They are produced by 
involuntary eye motions, such as microsaccades, that occur during the 
3–5 s that normally takes a single OCTA volumetric [16]. These artifacts 

Table 1 
Distribution of the different pairs of FA and OCTA images depending on the 
diagnosis of the patient’s eye (healthy or pathological), the zoom level of the 
OCTA image (3 × 3 or 6 × 6), and the presence or absence of motion artifacts in 
the OCTA image.   

3 × 3 OCTA 6 × 6 OCTA  

no-artifacts artifacts no-artifacts artifacts 

Healthy 23 8 25 6 
Pathological 48 7 48 7  
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are clearly visible as horizontal or vertical white lines that disrupt the 
continuity of vascular networks. The existence of these characteristic 
motion artifacts reinforces the idea of providing accurate and robust 
registration methodologies that may adequately handle these types of 
situations, which are common in clinical practice when working with 
OCTA images. Table 1 summarizes the number of FA and OCTA image 
pairs in the dataset for the different categories described above. Fig. 1 
shows two examples of healthy and pathological eye cases, illustrating 
different scenarios in the used dataset. 

Finally, by way of introduction, we present the evolutionary para
digm called differential evolution (DE) [17,18], which will form part of 
the registration method described in the next section. DE is an evolu
tionary algorithm (EA) that can optimize non-differentiable, nonlinear 
and multimodal cost functions by iteratively improving a set of 
n-dimensional real-valued vectors. Basically, DE follows the typical 
stages of an EA (population initialization, parent selection, mutation, 
recombination, and survival selection), but it is characterized by a 
particular implementation of the mutation operator. Although there are 
different DE variants [18], we will use the one denoted by 
“DE/best/1/bin” (see Algorithm 1), which works as follows. In each 
generation and for each individual of the population, xi, the mutation 
operator produces a new mutated individual, mi, given by Eq. (1), where 
F ∈ [0, 2] is a constant called the differential weight and chosen by the 
user, xbest is the best individual in the current generation, and xp and xq 
are two individuals used to build the called difference vector; both in
dividuals are selected from the current population, at random, without 
replacement, and different from xi. 

mi = xbest + F⋅(xp − xq) (1)  

To create a new child, the recombination operator selects each of its 
components from xi or mi based on CR, where CR ∈ [0, 1] is called the 
crossover probability and is also defined by the user. Finally, those chil
dren yi that are better than their respective parents xi replace the latter 
in the new population. The notation “DE/x/y/z” is interpreted as fol
lows: label x refers to how the vector that is added to the weighted 
difference vector is selected (in our case, the best of the current gener
ation is used, i.e., “x = best”); label y denotes how many couples of in
dividuals are involved in the computation of the difference vector (in 
our case, “y = 1”); and label z refers to the type of recombination used 
(in our case, binomial, i.e., “z = bin”, such as is shown in lines 8 − 15 of 
Algorithm 1). 

3. Method 

The proposed methodology for image registration of FA and OCTA 
images consists of three main stages, which are illustrated in Fig. 2. First, 
a preprocessing stage is applied to both OCTA and FA images in order to 
segment the main vessels. Next, a rough registration is done applying 
Template Matching based on cross-correlation. Finally, a fine registra
tion is made using an EA, the objective of which is to find the best affine 
transformation that, taking advantage of the rough registration obtained 
in the previous stage, allows the OCTA image to be optimally registered 
on the FA image. 

Fig. 1. Examples of healthy and pathological eye cases in the first and second row, respectively: (a) FA image; (b) 3 × 3 mm superficial plexus OCTA image without 
artifacts; (c) 6 × 6 mm superficial plexus OCTA image without artifacts; (d) FA image; (e) 3 × 3 mm superficial plexus OCTA image with motion artifacts; (f) 6 × 6 mm 
superficial plexus OCTA image with motion artifacts. 
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3.1. Preprocessing 

The final goal of the preprocessing stage is to detect and isolate the 
main retinal vessels in each pair of OCTA and FA images, given that 
these anatomical structures represent the main source of common in
formation between both types of images. This stage consists of several 
steps that are applied in a sequential pipeline: normalization, elimina
tion of noise, and main vessel segmentation. Note that this pipeline is 
applied to both types of images (OCTA and FA). 

3.1.1. Normalization and denoising 
The normalization process is done to increase the contrast of each 

image, thus covering the entire range of gray levels [0, 255]. However, 
to avoid the adverse effect of outliers in this process, the bottom 1% and 
top 1% of the total pixel number with lower and higher values in the 
image being processed are saturated to 0 and 255, respectively. Next, we 
apply a filter of size m × m pixels to reduce noise in the images. Since the 

imaging modalities are different, we also experimentally verified that 
the applied filters also behaved differently. We obtained the best results 
using a Gaussian filter on the FA images and a median filter on the OCTA 
images. For choosing the size of each filter, the resolution of each type of 
image was taken into account. Thus, the size was large enough to 
eliminate as much noise as possible, but small enough to preserve the 
quality of the main vessels. Finally, we selected m = 19 and m = 3 for the 
size of the Gaussian and median filters, respectively. Fig. 3 shows output 
examples of applying each one of these steps in both types of images. 

3.1.2. Main vessel segmentation 
As indicated, both imaging modalities specially highlight the blood 

flow and the vascularity. Therefore, we assume that the extraction of the 
main vessels is adequate to support the posterior registration process 
and provide a suitable and robust method. 

The main vessel segmentation process consists of several steps that 
are sequentially applied, taking as the starting image the one produced 
by the denoising process (see previous section). The first step allows us 
to enhance the vessels by means of a top-hat morphological operator 
with a disk-shaped structuring element (SE). The radius of the SE 

Fig. 2. Main stages of the proposed methodology.  
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depends on the resolution of each type of image in our dataset: radii 
equal to 31 and 15 were respectively chosen to enhance the vessels in the 
FA and OCTA images. 

The next step is to create a binary mask, where pixels equal to one 
represent the main vessels. The method implemented for accomplishing 
this task combines Hessian-based filtering and thresholding based on 
hysteresis filter [19]. The Hessian matrix is computed by convolving the 
image with the second derivatives of the Gaussian kernel in both di
rections (rows and columns). The only parameter to configure this filter 
depends on the standard deviation σ used for the Gaussian kernel, which 
is used as a weighting function for the auto-correlation matrix. It was 
experimentally tuned to σ = 3.5 and σ = 4 pixels for the FA and OCTA 
images, respectively. 

Next, the idea with the hysteresis filter is to start from a maximum 
threshold (Thmax) that guarantees that the image pixels that exceed this 
limit correspond to vessels. Then, a new threshold is chosen (Thtmp), 
which is progressively decreased in each iteration from Thmax to a 
minimum threshold (Thmin). So, in each iteration, those image areas 
containing pixel intensities that are above the Thtmp will be considered 
fragment of vessels only if they are connected to image areas that were 
previously labeled as vessels. Thus, the Thtmp determines which new 
areas of the image can be seen as possible continuations of those other 
areas that were already labeled as vessels with high confidence. The 
election of the Thmax value is direct and intuitive. However, in order to 
facilitate the right tuning of the Thmin, we make its value dependent on 
the desired percentage of active information (ratio between mask pixels 
with a value equal to 1 and total pixels). Thus, the Thmax was set to 200 
and 220 for the FA and OCTA images, respectively, and, regarding the 
Thmin, 20%, 15%, and 30% were the percentages chosen for the FA, 3 ×
3 OCTA, and 6 × 6 OCTA images, respectively. All these threshold values 

were obtained experimentally by trial and error. However, here it should 
be considered that the resolutions of 3 × 3 and 6 × 6 OCTA images are 
the same in our dataset and the average ratio of vessel pixels between 
both types of images, which was roughly calculated, is 1.6. Therefore, it 
makes sense to consider Thmin6×6 to be twice Thmin3×3 . 

The obtained mask in the previous step tends to overestimate the 
thickness of the vessels. Then, each mask is applied to the respective 
output image of the top-hat operator and the result is a new image that 
contains the main vessels in gray levels. In this way, the actual infor
mation of the vessels is retrieved. From now on, the OCTA and FA im
ages obtained after this preprocessing stage will be denoted by OCTA 
vessel (OCTAv) and FA vessel (FAv) images, respectively. Fig. 4 shows 
an example of the different steps followed to segment the main vessels. 

Finally, Table 2 summarizes the set of parameter-value pairs asso
ciated with the preprocessing stage. Note that this configuration is 
dependent on the resolution of the FA and OCTA images belonging to the 
dataset used to validate our method (see Sec. 2). Therefore, the use of 
the other resolutions will involve an additional step dedicated to 
adequately tune the value of these preprocessing parameters. 

3.2. Template matching 

Since the OCTA and FA images are always taken with the patient’s 
eye in similar orientations, small differences in the rotation angle are 
expected. Therefore, we assume that a rough transformation for regis
tering both images can be based on scaling and translation. However, 
the scale factor can be easily determined by the information provided by 
the device used to obtain both types of images. Consequently, the 
transformation to be applied will only require one translation. However, 
instead of directly calculating this transformation, we propose an 

Fig. 3. Examples of applying the normalization and denoising steps: (a) and (d) original OCTA and FA images, respectively; (b) and (e) outputs of applying the 
normalization step to (a) and (b), respectively; (c) and (f) results after applying the denoising step to (c) and (f), respectively. 
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exhaustive search based on template matching to obtain a first 
approximation to the problem of registering OCTA and FA images. 

In general, template matching (TM) applied to image-processing 
consists of finding the region, inside an image frame, with which an 
image template has maximum similarity. Usually, the template is 
completely contained in the frame and the size of the former is quite 
smaller than the size of the latter. From an algorithmic point of view, TM 
involves the following steps. First, the template is shifted, one pixel at a 
time, from left to right and top to bottom over the frame. Second, at each 
location, the similarity between the template and the frame subwindow 
encompassed by the template is calculated. Finally, the frame region, 
where the similarity with the template is maximum, is provided as the 
process output. In our case, the OCTAv and FAv images are used as the 
template and frame, respectively. Then, the TM output will provide the 
best region of the FA image with which the OCTA image has maximum 
similarity. In the literature related to image processing, various nu
merical measures have been used to calculate similarity, such as the 
mean absolute error, root mean square error, and correlation, among 
others. However, the correlation, in addition to its reliability and ac
curacy [20], has two interesting properties: it is independent of any 
offset or linear transformation in the set of pixel values to match and its 
value will always belong to the interval [− 1, 1] if its normalized version 
is used. 

In our proposal, the angiography image maintains its original size, 
while the OCTA image is accordingly scaled to assure that the final scale 
in both images is the same. Without loss of generality, the opposite could 

also have been done: OCTA images retain their size and FA images are 
rescaled. The scale factors to be applied along the x and y axes are the 
same, sx0 = sy0 = s0, in such a way that s0 for the 3 × 3 and 6 × 6 OCTA 
images is 0.9 and 1.8, respectively. Note that the original size (in pixels) 
of the 3 × 3 and 6 × 6 OCTA images in our dataset is the same, but the 
actual size (in mm) of the side of the square region covered by a 3 × 3 
OCTA image is half the side size of the square region covered by a 6 × 6 
OCTA image. Therefore, this explains why the scale to be applied in each 
direction (vertical and horizontal) is the same (s0) and, for the 3 × 3 
OCTA images, it is half that the one applied in the 6 × 6 OCTA images. 

It is important to highlight that TM is applied to the images obtained 
after applying the main vessel segmentation stage (see Fig. 4 (d) and 
(h)). Here, it must be remembered that both imaging modalities high
light the blood flow and the vascularity and, therefore, the rest of non- 
vessel information, in addition to being different in both types of images, 
can provide distractions that make the matching process to fail. 
Consequently, we only work with the main vessel information (OCTAv 
and FAv images). Finally, as a measure of similarity, the so-called zero 
normalized cross correlation (ZNCC) is used [21]. Specifically, the ZNCC 
of a p × q-size template, T(x, y), with a p × q-size frame subwindow, 
Fs(x, y), is: 

ZNCC(T,Fs) =
1
n
∑

x,y

1
σFs σT

(Fs(x, y) − μFs
)(T(x, y) − μT) (2)  

where n = p × q, μT and μFs 
are the average of T(x, y) and Fs(x, y), 

respectively, and σT and σFs are their respective standard deviations. It 
should be stressed that Fs(x, y) represents that region of the frame, 
F(x, y), encompassed by T(x, y) when this is located in a determined 
position on F(x, y). Therefore, Fs(x, y) will vary each time T(x, y) moves a 
position from left to right and top to bottom over F(x, y). 

In order to illustrate the TM output, Fig. 5 shows a pair of examples of 
registration. In the overlap zone (yellow square), the magenta and green 
colors represent vessels in OCTA and FA images, respectively, and white 
appears when the vessels in both images overlap. Despite the fact that 
this stage provides an acceptable approximation, we can appreciate that 
the obtained registrations are not perfect. This degree of discrepancy can 

Table 2 
Final parameter configuration in the preprocessing stage.  

Operator Parameter FA 3 × 3 OCTA 6 × 6 OCTA 

Median filter size (px) – 3 × 3 3 × 3 
Gaussian filter size (px) 19 × 19 – – 
Top-Hat SE radius (px) 31 15 15 
Hessian filter σ 3.5 4.0 4.0 
Hysteresis filter Thmax 200 220 220  

Thmin 20% 15% 30%  

Fig. 4. Examples of the main vessel segmentation step: (a) and (e) results of applying, respectively, the top-hat operator to the images (c) and (f) in Fig. 3; (b) and (f) 
outputs after using the Hessian matrix to (a) and (e), respectively; (c) and (g) binary masks obtained after applying the hysteresis filter in (b) and (f), respectively; and 
(d) and (h) main vessels (in gray level) obtained after applying the binary mask to the images (a) and (e), respectively. 
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also be intuitively assessed by looking at the distance between each pair 
of corresponding points, which are shown in each pair of registered 
images (see Section 4 for how these pairs of points were obtained). 
Consequently, a finer registration process is desirable, which is 
explained in the following section. 

3.3. Evolutionary algorithm 

Using the rough registration obtained by TM as a starting point, an 
EA is used to optimize the parameters of a geometric transformation 
that, applied to the OCTAv image, allows us to obtain an optimal (or 
close-optimal) registration on the FAv image. Here, we assume that an 
affine transformation is sufficiently good to correct the deformation of 
projecting the retinal concave surface into a plane. Additionally, the 
optimality criterion is based on the degree of correlation obtained be
tween the transformed OCTAv image and its corresponding FAv image, 
in such a way that we also assume that the higher the correlation value, 
the better the quality of the registration. 

A 2D affine transformation, which transforms the point (x, y) into the 
transformed point (x′, y′), is defined by the following matrix: 
⎛

⎝
x′

y
′

1

⎞

⎠ =

⎛

⎝
a11 a12 tx
a21 a22 ty
0 0 1

⎞

⎠

⎛

⎝
x
y
1

⎞

⎠ (3)  

with: 

a11 = sx⋅cos(θr)

a12 = − sy⋅sin(θr + αs)

a21 = sx⋅sin(θr)

a22 = sy⋅cos(θr + αs)

(4)  

and where tx and ty specify the displacements along the x and y axes, 
respectively, sx and sy represent the scale factors along the x and y axes, 
respectively, and θr and αs specify the rotation and shear angles, 
respectively. Therefore, the affine transformation is defined by a six- 
dimensional real-valued vector: 

z = (tx, ty, sx, sy, θr ,αs) (5)  

Finally, we can formalize the optimization problem to be solved by the 

EA: 

arg max
z∈R6

ZNCC(Ψ(OCTAv, z), FAv ) (6)  

where ZNCC(*,*) is given by Eq. (2), and Ψ(X, z) is an affine trans
formation (see Eq. (3)), which is defined by the vector of parameters z 
(see Eq. (5)), and is applied to X image (centered at the origin of 
coordinates). 

3.3.1. Individual representation and fitness function 
In order to solve the optimization problem presented in Eq. (6) by 

means of an EA, we need to establish a way to encode and evaluate each 
potential solution (chromosome) in the population. Fortunately, the 
codification is direct: it will be enough to use a 6-dimensional real- 
valued vector, see Eq. (5), to encode the parameters that define the 
desired affine transformation. However, to take advantage of the rough 
registration obtained by the TM stage, we applied two strategies. In the 
first one, the individual that defined the TM-based affine transformation 
solution, (tx0 , ty0 ,1,1,0,0), was included in the initial population, being 
(tx0 , ty0 ) the translation obtained by TM in the previous stage (see Sec. 
3.2). In the second strategy, for each gene (parameter) on the chromo
some, we established a definition domain based on the neighborhood of 
its respective TM-based affine transformation parameter; in this way, we 
reduced the search space of the EA, increasing the possibility of finding 
the optimal affine transformation. The upper and lower extremes of the 
definition interval for each parameter were chosen in the following way: 
tx0 ± 30 and ty0 ± 30 pixels for tx and ty, respectively; 1 ± 5% of w0 and h0 
for sx and sy, respectively, being w0 × h0 the original template size; and 
±15◦ and ±5◦ for θr and αs, respectively. These ranges of variation were 
experimentally chosen, but they were large enough to allow a flexible 
registration, and small enough to take advantage of the rough registra
tion obtained by the TM stage. In any case, the criteria finally chosen to 
delimit each domain of definition are not critical and similar ones could 
have been taken. 

Finally, in relation how to evaluate each individual, the solution is 
also direct. It will be enough to use the function to maximize in Eq. (6) as 
the fitness function, that is: 

fitness = ZNCC(Ψ(OCTAv, z), FAv ) (7) 

Fig. 5. Examples of TM-based registration: (a) 3 × 3 OCTA image; (b) 6 × 6 OCTA image (see Sec. 3.2 for more details). Each pair of corresponding points is 
represented by the symbols + and ×. 
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3.3.2. DE for multimodal image registration 
We have selected DE to play the role of EA in our method for several 

reasons. Firstly, DE is simple and straightforward to implement. Sec
ondly, the number of hyperparameters to tune in DE is lower than other 
competitive real parameter optimizers [22]. Third, in a natural way, DE 
manages solutions represented by fixed-dimensional real-valued vec
tors. Note that the potential solutions in our problem are represented by 
6-dimensional real-valued vectors. Finally, DE has been successfully 
used for image segmentation in different medical fields [23–25]. How
ever, considering the representation used and the characteristics of the 
problem to be solved, other EA candidates could be used, such as evo
lution strategies [26], genetic algorithm [27] or covariance matrix 
adaptation evolution strategy [28] or even other meta-heuristics, such 
as particle swarm optimization [29], among others. In any case, it is 
important to note that the method proposed here is independent of the 
method used to optimize the six parameters that define the target affine 
transformation. 

In order to ensure that the initial population is a sample represen
tative of the search space, an intelligent initialization was chosen. Spe
cifically, 20 individuals were near-randomly obtained using the Latin 
hypercube sample (LHS) method [30]. An extra individual, which rep
resents the solution of the TM-based affine transformation, was also 
added to the initial population (see Sec. 3.3.1). Given that DE implicitly 
implements elitism, the registration obtained by DE will always be equal 
to or better than the rough registration obtained by TM, ensuring that in 
the worst case, this adequate solution is provided by the method. 

The execution of the EA stops when the maximum number of gen
erations is reached or each population individual is at a Euclidean 

distance equal to or less than 10− 2 from the current best individual. The 
values of the rest of DE hyperparameters are collected in Table 3. In 
particular, the values for the F, CR and maximum number of generations 
were experimentally tuned. Lastly, in relation to the DE variant finally 
used, we experimentally verify that the “DE/best/1/bin” variant out
performed the classical “DE/rand/1/bin” variant. The improvement 
mainly resulted in a shorter time to reach the solution. Thus, the in
clusion in the initial population of a solution close to the optimal solu
tion (TM-based registration) seems to be better exploited by the DE 
variant used than by the classical DE variant. 

By way of illustration, Fig. 6 shows the results of applying DE-based 
registration to each of the two results obtained by TM in Fig. 5. Now, we 
can appreciate that the obtained registrations are notably improved. 
Note that, in the overlap zone (yellow square), white color appears when 
the vessels in both images overlap. In addition, the position of the four 
pairs of corresponding points used as the ground truth in each pair of 
registered images is also shown (see Section 4 for more details). We can 
see that the distances between these pairs of points have decreased when 
compared with the respective distances obtained in the TM-based 
registration (see Fig. 5). 

4. Results and discussion 

In this section, we conduct different experiments to evaluate and 
validate the proposed robust registration method by using the image 
dataset described in Sec. 2. It is important to highlight that all the results 
that are shown below were obtained with the same parameter settings 
(see Tables 2 and 3). We also analyze the impact of both the pre
processing parameter configuration and the computational cost on the 
performance of the method. Finally, we describe a new procedure to 
automatically evaluate the success or fail of each registration obtained. 

4.1. Method evaluation 

We performed a first experiment where we check if the DE-based 
registration really represents an improvement over the TM-based 
registration. Thus, we computed the ZNCC value for the registration 
obtained in each pair of FA and OCTA images at the end of the TM and 
DE stages and, finally, we calculated their mean values, ZNCCTM and 

Table 3 
Configuration of parameters belonging to the EA based on DE.  

DE Parameters Value 

Variant best/1/bin 
Population size (S) 20 + 1 
Initialization method LHS 
Max. number of generations 100 
Differential weight (F) 0.50 
Crossover probability (CR) 0.75  

Fig. 6. Examples of DE-based registration: (a) 3 × 3 OCTA image; (b) 6 × 6 OCTA image. The improvement is evident when these results are compared with those 
obtained using TM-based registration (see Fig. 5). Each pair of corresponding points is represented by the symbols + and ×. 
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ZNCCDE, respectively. Note that EAs are stochastic methods, therefore, 
we run ten times the proposed registration method, calculating the 
mean, mean(ZNCCDE), and standard deviation (SD) of the ten ZNCCDE 

values. Note that TM is a deterministic method and, therefore, the same 
ZNCCTM value was obtained at the end of the TM stage in the ten runs 
(SD = 0). The results of this experiment are shown in Table 4. We can 
easily verify that the improvement obtained in DE-based registration is 
significant, both for the 3 × 3 and 6 × 6 OCTA images. 

According to the proposed method description, the TM- and DE- 
based registration stages only use vessel information (FAv and OCTAv 
images), under the assumption that the additional use of the non-vessel 
information could degrade the ZNCC calculation and, therefore, erro
neously bias the registration process. In order to check this hypothesis, 
we did a second experiment, where the TM- and DE-based registration 
stages are reconfigured for simultaneously using vessel and non-vessel 
information in the FA and OCTA images. Table 5 shows the results ob
tained. Compared with Table 4, we can directly verify that, in both 
stages and regardless of whether the OCTA image is 3 × 3 or 6 × 6, the 

correlation is higher when the vessel information is uniquely considered. 
Although the correlation value (ZNCC) has proved to be a useful 

measure to guide the registration process, we will never be sure whether 
a correlation value above a certain fixed threshold will correspond to a 
right registration unless it is checked manually. Therefore, in order to 
objectively measure the performance of the proposed method, we pro
ceeded as indicated below. First, we manually selected four pairs of 
corresponding points for each pair of FA and 3 × 3 OCTA images. The 
four points in each OCTA image are chosen in such a way that each of 
them belongs to a different quadrant of the aforementioned image. 
Then, the four corresponding points in the FA image are chosen 
accordingly. We also repeated the process for each pair of FA and 6 × 6 
OCTA images. 

Once the corresponding point dataset is built, the registration quality 
for the i-th pair of FA and OCTA images is evaluated computing the mean 
Euclidean distance (MDE): 

MEDi =

∑Np
j=1D(xj, yj)

Np
(8)  

where D (xj, yj) is the Euclidean distance between the pair of corre
sponding points xj = (x1j, x2j) and yj = (y1j, y2j), with xj belonging to the 
FA image and yj belonging to the registered OCTA image, and Np = 4 is 
the number of pairs of corresponding points. Here, we established a 
threshold ThMED = 300 μm, in such a way that if MEDi ≤ ThMED, then the 
registration obtained for the i-th pair of FA and OCTA images was 
considered a success. Note that the threshold chosen is equivalent to 
10% and 5% of the width of the square region covered by the 3 × 3 and 
6 × 6 OCTA images, respectively. Applying this criterion, we obtained a 
success rate (SR) of 98.8% or, in other words, two errors in the 172 pairs 
of FA and OCTA images included in our dataset. The same two errors 
were obtained in each of the 10 runs. This coherent behavior is 
explained because the transformed OCTA image obtained in the TM- 
based registration stage is very far from its right registration. There
fore, the DE-based registration stage cannot do anything relevant 
because its radius of action is limited to a neighborhood region of the 
TM-based registration. In Fig. 7, these two wrong registrations are 
shown. Note that in both cases the wrong registration occurred with 3 ×

Table 4 
Result of averaging the ZNCC values at the end of the TM- and DE-based 
registration stages, according to the proposed method. The standard deviation 
is represented by SD.   

ZNCCTM  mean(ZNCCDE) ± SD  

3 × 3 OCTA 0.363 0.549 ± 0.001 
6 × 6 OCTA 0.350 0.624 ± 0.002  

Table 5 
Result of averaging the ZNCC values at the end of the TM- and DE-based 
registration stages, but re-configuring these stages to simultaneously consid
ering both the vessel and non-vessel information. The standard deviation is 
represented by SD.   

ZNCCTM  mean(ZNCCDE) ± SD  

3 × 3 OCTA 0.307 0.450 ± 0.001 
6 × 6 OCTA 0.288 0.467 ± 0.001  

Fig. 7. The two wrong registrations obtained by our method when it was applied to the entire dataset. In both cases, the error occurred registering FA and 3 × 3 
OCTA images: (a) the eye is pathological and OCTA image does not have artifacts; (b) the eye is pathological and OCTA image has artifacts. The right registration is 
shown by the blue line square. 
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3 OCTA images, in pathological eyes (in which the challenge is greater) 
and, additionally, the area corresponding to the right registration was 
characterized by the almost total absence of vessels in the FA image 
(here we must remember that our method only uses vessel-based in
formation). From now on, to calculate the rest of the metrics presented 
in this work, the two pairs of images that showed an erroneous regis
tration will not be considered, that is, they are considered outliers. 

We can compare our method with other automatic registration 
methods in the related literature. However, as already mentioned in the 
Introduction section, the only known approach is the one described in 
Ref. [10]. The SR obtained there was equal to 87.5% (21 of 24 regis
trations work well). However, no more details related to the quality of 
the registration were provided by its authors. 

The sequence of mean values for the MED values obtained in the ten 
runs in each pair of FA and OCTA images is shown and ordered from 
least to greatest in Fig. 8. The standard deviation associated with each 
mean value is also shown. We can see, as expected, that those registra
tions, where OCTA images with artifacts are involved, have greater error 
and dispersion, regardless of whether the patient’s eye is healthy or 
pathological or whether the OCTA image is 3 × 3 or 6 × 6. Also note 
that, whether the OCTA image does not have any artifacts, the MED 
value is always below 75 μm in all the four scenarios mentioned above. 
In any case, it can easily be verified that the MED value obtained for any 
pair of images is always below the previously defined threshold ThMED. 

Additionally, to evaluate the behavior of the proposed method in a 
more compact way, we computed the average of the MEDi values ob
tained in the entire image dataset: 

MED =

∑NT
i=1MEDi

NT
(9)  

being NT the total number of FA and OCTA image pairs. However, given 
the stochastic nature of an EA, we finally calculated the mean, μMED, and 
SD of the MED values obtained after the ten different runs. Table 6 
shows these results considering the different scenarios described in our 
dataset. We can observe that the method’s behavior is quite consistent 

when there are not artifacts in the OCTA images, regardless of whether 
these images are 3 × 3 or 6 × 6 or whether the eye is healthy or path
ological. This consistency is revealed in two ways: first, the mean values 
are small and almost equal to the ones in the scenarios above mentioned 
and, second, the dispersion of the results produced by the EA is very low. 
On the other hand, when there is presence of artifacts in the OCTA 
images, the errors in the mean values almost triple. In any case, the 
worst case, μMED = 84.52 μm, only represents 2.8% and 1.4% of the 
width of the square region covered by the 3 × 3 and 6 × 6 OCTA images, 
respectively. Lastly, in order to visualize the behavior of the proposed 
method, Fig. 9 shows registration examples obtained in different pairs of 
FA and OCTA images, each of them illustrating different scenarios. Once 
again, the pairs of corresponding points can help to visually assess the 
quality of the registration examples that are shown. Each subfigure 
shows the region of interest where the registration was made. In 
particular, Fig. 9 (f) and (l) show the worst scenario, that is, when 3 × 3 
and 6 × 6 OCTA images with artifacts are implied in the registration 
process, respectively. These artifacts are associated with different vessel 
discontinuities in the OCTA images (see Fig. 1 (e) and (f), respectively). 

Fig. 8. Registration results for each pair of FA and OCTA images expressed in terms of the mean and standard deviation (gray areas) of the MED values obtained in 
the ten runs, considering different scenarios: (a) 3 × 3 OCTA in healthy eyes; (b) 3 × 3 OCTA in pathological eyes; (c) 6 × 6 OCTA in healthy eyes; and (d) 6 × 6 
OCTA in pathological eyes. 

Table 6 
Results of averaging the MED values for the ten different runs of the proposed 
method. All the values are in μm. The notation μ ± σ expresses the mean of the 
MED values and its deviation standard.   

3 × 3 OCTA 6 × 6 OCTA  

no-artifacts artifacts no-artifacts artifacts 

Healthy 21.64 ± 1.11 66.15 ± 4.33 23.09 ± 1.42 56.03 ± 11.30 
Pathological 22.75 ± 1.54 56.18 ± 3.86 24.40 ± 0.61 84.52 ± 10.35 
All 22.39 ± 1.00 61.87 ± 2.88 23.95 ± 0.70 71.37 ± 6.87  
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4.2. Impact of the preprocessing parameters 

To study the effect of the preprocessing parameters in the perfor
mance of our method, we proceeded in the following manner: the pa
rameters associated with the same type of operator were varied in a 

neighborhood of their tuned values, while the parameters of the rest of 
the operators remained fixed and equal to their respective tuned values 
(see Table 2). Then, the effect of each combination of values was 
analyzed. 

Thus, we considered the sets {17, 19, 21} and {3, 5, 7} pixels for the 

Fig. 9. Several output examples of the registration method: (a)–(f) FA and 3 × 3 OCTA images; (g)–(l) FA and 6 × 6 OCTA images. Each pair of corresponding points 
is represented by the symbols + and ×. 
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Gaussian and median filter sizes, respectively. By testing all the possible 
combinations, the maximum number of erroneous registrations was 
equal to 4 in the worst case. Basically, the number of errors increased 
above 2 when the median filter size was increased from its tuned value 
(all the errors were obtained with 3 × 3 OCTA images). Regarding the 
top-hat operator, the analyzed sets were {29, 31, 33} and {13, 15, 17} 
pixels for the SE radius in FA and OCTA images, respectively. In this 
case, we did not observe practically any variation in relation to the 
current number of errors (a maximum of 3 registration errors were ob
tained in the worst case and they were always associated with 3 × 3 
OCTA images). For the standard deviation in the Gaussian kernel, we 
considered the sets {3.0, 3.5, 4.0} and {3.5, 4.0, 4.5} for the FA and 
OCTA images, respectively. Here, a maximum of 5 registration errors 
was obtained in the worst case (one of them with 6 × 6 OCTA image). 
Finally, the sets {190, 200, 210} and {210, 220, 230} were selected for 

Thmax with FA and OCTA images, respectively, and the sets of percent
ages {15, 20, 25}, {10, 15, 20} and {25, 30, 35} for Thmin with FA, 3 × 3 
and 6 × 6 OCTA images, respectively. In this case, we observed that the 
number of errors only increased above 2 (always with 3 × 3 OCTA 
images) when ThminFA , Thmin3×3 , and Thmin6×6 were simultaneously less 
than 20, 15, and 30%, respectively. This behavior is logical: as the Thmin 
decreases, the number of segmented vessels also decreases and, there
fore, the registration process should get worse, given that our method 
only uses vessel information. 

From this study, we can affirm that the search of the optimal pre
processing parameter configuration is not critical, and it is even easier 
when the 6 × 6 OCTA images are involved in the registration process. 

4.3. Computational cost 

Another interesting aspect is related to the computational cost of the 
proposed method. Since the DE-based registration stage uses an EA, the 
population-based search, which is used by these types of algorithms to 
find the solution, will impose a time penalization greater than that 
associated with the two previous stages (preprocessing and TM). In 
order to try to reduce the cost of evaluating the fitness per individual, we 
did another experiment where the half resolution of the FAv and OCTAv 
images was used in the DE-based registration stage. Table 7 shows the 
results of μMED for the ten runs of the new variant of the proposed 
method, and Table 8 displays the computational cost of both variants 
(full and half resolution). First of all, comparing Tables 6 and 7, we can 
infer that, in all the scenarios considered in our image dataset, the 
behavior of the new variant and the original method is similar (the 
former produces μMED values slightly higher than the latter). Addition
ally, as shown in Table 8, this similar behavior is achieved by reducing 
the average total time of the new variant to almost half of the total time 
that the original method takes. Note that the average number of gen
erations is almost unchanged in both variants. Therefore, given that the 
mean time spent by the DE stage in the original method is more than two 
times greater than that spent by the new variant, the time taken for each 
generation in the former has to be longer than the latter. In any case, as 
expected, much of the total computation cost of the method corresponds 
to the DE-based registration stage. The provided execution times were 
obtained for a code implemented in Python and using a computer with a 
processor Intel Core i7-3770 K @ 3.5 GHz (8 GB RAM). Note that the 
total execution time could be reduced even more if a compiled language 
was used instead of an interpreted language, as is the case of Python. 

Table 7 
Results of averaging the MED values for the ten runs of a variant of the proposed 
method that uses half resolution in the FAv and OCTAv images when the DE- 
based registration stage is applied. All the values are in μm. The notation μ ±
σ expresses the mean of the MED values and its deviation standard.   

3 × 3 OCTA 6 × 6 OCTA  

no-artifacts artifacts no-artifacts artifacts 

Healthy 23.22 ± 1.41 69.53 ± 6.31 25.21 ± 3.98 52.63 ± 4.43 
Pathological 23.50 ± 1.22 57.30 ± 4.32 24.99 ± 1.89 79.71 ± 6.59 
All 23.41 ± 1.15 64.29 ± 4.04 25.07 ± 1.50 67.21 ± 4.51  

Table 8 
Computational cost at original and half resolution. It is expressed in terms of the 
mean number of generations (NGen) and mean time (TDE) used in the DE-based 
registration stage and the mean total time (Ttotal) spent by the method in both 
scenarios (resolutions). The notation x ± σ expresses the mean and standard 
deviation.   

Original resolution Half resolution 

NGen  TDE (s)  Ttotal (s)  NGen  TDE (s)  Ttotal (s)  

3 × 3 
OCTA 

34.3 ±
3.8 

7.4 ±
0.8 

9.1 ±
0.8 

36.0 ±
5.2 

3.3 ±
0.4 

4.8 ±
0.4 

6 × 6 
OCTA 

29.6 ±
2.4 

7.0 ±
0.6 

8.9 ±
0.6 

29.8 ±
2.8 

2.9 ±
0.2 

4.6 ±
0.2  

Fig. 10. Block diagram representing the procedure used to evaluate the robustness of the proposed registration method. It is assumed that, given a patient’s eye, both 
the 3 × 3 OCTA and 6 × 6 OCTA images are available and, furthermore, the latter covers the entire area encompassed by the former. Dmax and ΨX represent a distance 
threshold chosen by the user and a X-based affine transformation, respectively. 
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Furthermore, in a natural way, any EA is easily parallelizable and, 
therefore, the DE-based registration stage could be parallelized to be 
executed more quickly in a computing cluster. 

4.4. Automatic verification of registrations 

Finally, we describe a new experiment related to the interesting 
advantage of working with OCT-A images of the same patient’s eye at 
two different levels of zoom (3 × 3 mm and 6 × 6 mm). Specifically, we 
show that it is possible to automatically evaluate the reliability of the 
two registrations obtained by our method (FA-OCTA3×3 and FA- 
OCTA6×6). For it, we defined the following four-step procedure, which 
assumes that, in each pair of OCTA images, the entire area covered by 
the 3 × 3 image is always contained in the 6 × 6 image. In the first step, a 
new TM-based registration process is carried out between the 3 × 3 and 
6 × 6 OCTA images. In the second step, the DE-based affine trans
formation, which was obtained as the solution of registering the 6 × 6 
OCTA and FA images, is applied to the 3 × 3 OCTA registered image 
obtained in the previous step. Third, the distance between the 3 × 3 
OCTA transformed image obtained in the second step and the 3 × 3 
OCTA transformed image obtained using our registration method is 
calculated. Finally, if the distance between the centers of both images is 
below a threshold defined by the user, Dmax, then it can be automatically 
established that the two registrations obtained by our registration 
method are correct. Otherwise, a warning message is shown. This pro
cedure is summarized in Fig. 10. Note that if a warning message is ob
tained, there will be a problem in at least one of the three registrations 
(FA-OCTA3×3, FA-OCTA6×6 or OCTA3×3-OCTA6×6), but it is not possible 
to automatically know in which of them the error is. Otherwise, if the 
comparison result is “ok”, then there will be a high probability that the 
registration method performed correctly in both registrations (FA- 
OCTA3×3 and FA-OCTA6×6). 

Applying the described procedure to each pair of registrations ob
tained (FA-OCTA3×3 and FA-OCTA6×6) when our registration method 

was applied to the entire dataset1, we automatically obtained that our 
method performed well in all cases except two of them (see Fig. 11). 
These two cases coincided with the two errors that were found when we 
manually analyzed the results obtained by our registration method (see 
Fig. 7). The threshold used to evaluate each comparison was Dmax = 200 
μm. Note that this value represents 6.6% and 3.3% of the width of the 
square region covered by the 3 × 3 and 6 × 6 OCTA images, respectively. 

5. Conclusions 

In this work, we proposed a robust method that successfully ad
dresses the problem of multimodal registration applied to FA and su
perficial plexus OCTA images. The final objective is to provide the expert 
clinician with the possibility of merging the complementary information 
from both imaging modalities. Hence, the proposed method uses TM to 
obtain a first approximate registration, which is later refined by a DE- 
based algorithm to finally find the optimal registration. Both tech
niques use a fitness function based on correlation to evaluate the degree 
of matching and, in this context, we showed that higher correlation 
values are obtained when the registration process uses only vessel in
formation, instead of using all the information from the image. In 170 
out of 172 pairs of FA and OCTA images, the proposed method worked 
correctly (SR = 98.8%). Regardless of whether the pair of registered 
images belongs to a healthy or pathological eye, the method obtained 
high quality registrations (μMED ≤ 24.4μm), with the quality decreasing 
slightly (μMED ≤ 84.5μm) in those cases in which the OCTA images 
presented motion artifacts (a characteristic noise of this type of image in 
clinical practice). In addition, a new procedure was presented to auto
matically detect when the proposed method produces incorrect regis
tration. The execution of this procedure was able to identify the two 
incorrect registrations produced by our registration method in the entire 
image dataset. One of the disadvantages of the proposed registration 
method lies in its computational cost (Ttotal ≤ 9.1 s). To reduce this cost, 
a new variant was proposed in which the DE-based registration stage 

Fig. 11. The two warning cases obtained when the procedure illustrated in Fig. 10 was applied to our entire image dataset. The blue and red solid line squares 
represent, respectively, the registered 3 × 3 and 6 × 6 OCTA images using our registration method, and the blue dotted line square corresponds to the 
ΨDE(ΨTM(OCTA3×3)) image used as a reference for comparing. 

1 One of the cases was excluded from this experiment, given that its 3 × 3 
OCTA image was not completely contained in its respective 6 × 6 OCTA image. 
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used half the image resolution that was used by the original method. 
With this new variant, it was possible to preserve the quality of the 
registrations obtained by the original method and reduce its average 
execution time to almost half. 

The lines of future work can be oriented in two directions. On the one 
hand, given that the presence of the typical motion artifacts in OCTA 
images can difficult the registration process, a previous preprocessing 
stage could be applied to eliminate this kind of artifacts. However, ac
cording to the attempts made in the related literature, this stage is not 
immediate. On the other hand, we also think that the availability of 
paired and aligned OCTA and FA images presents enormous potential for 
exploitation by other computational techniques, such as those based on 
deep learning. Assuming that these techniques could produce more ac
curate results, they could also address more complex challenges, such as 
finding early signs of pathology. 
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